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Abstract: Children’s speech differs significantly from adult speech due to
physiological and cognitive developmental factors. Key differences include higher
pitch, a shorter vocal tract, greater formant frequencies, slower speaking rates, and
greater variability in pronunciation and articulation. These differences result in acoustic
mismatches between children’s and adult speech, making traditional automatic speech
recognition models trained on adult speech less effective for children. Additionally,
linguistic differences, such as limited vocabulary and evolving grammar, further contribute
to this challenge. This paper focuses on the creation of a children’s speech database for the
low-resource Slovak language. This database has been used to train acoustic models for
the automatic recognition of spontaneous children’s speech in Slovak. In this research, we
compared three different approaches to speech recognition, with self-supervised learning
achieving results comparable to similar studies in this area, despite using relatively small
amounts of training data.
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1 INTRODUCTION

Automatic speech recognition (ASR) for children remains a challenging area
due to fundamental differences in various acoustic and linguistic aspects between
children’s and adults’ speech. Acoustically, children’s speech is characterized by
a higher fundamental frequency (F0), increased formant frequencies (FI1-F3),
slower speaking rates, and greater variability in articulation due to their developing
vocal tracts and speech motor control (Patel 2014; Shivakumar 2020; Lu 2022).
Linguistically, children’s speech exhibits greater variability in pronunciation,
increased disfluencies, and evolving phonetic structures as they develop (Yeung
2018). Word pronunciation can be inconsistent due to incomplete language
acquisition. Additionally, children’s shorter vocal tracts result in different
resonance characteristics, making the direct adaptation of adult-trained ASR
models ineffective (Gerosa 2009; Lu 2022). These factors collectively lead to
higher Word Error Rates when adult-trained ASR systems are applied to children’s
speech (Sobti 2024).

To address these challenges, various methods have been explored in recent
years. Traditional Gaussian Mixture Model-Hidden Markov Model (GMM-HMM)
approaches have been widely used, but recent advances favor Deep Neural Networks
(DNNs), End-to-End architectures, transformer-based or self-supervised learning
models such as Wav2Vec 2.0, which have significantly improved children’s ASR
performance (Bhardwaj 2012; Shivakumar 2020; Lu 2022; Sobti 2024). Adaptation
techniques such as Vocal Tract Length Normalization, Feature-space Maximum
Likelihood Linear Regression, Subglottal Resonance Normalization, and Speaker
Adaptive Training have been applied to reduce acoustic mismatches between adult
and child speech (Patel 2014; Yeung 2018). Transfer learning from adult ASR models
to child-specific models has also proven effective, particularly when adapting both
acoustic and pronunciation models (Shivakumar 2020). Additionally, data
augmentation approaches such as Speed Perturbation and Spectral Augmentation
have been used to simulate children’s speech. Self-supervised learning has also
emerged as a promising approach to mitigate the scarcity of children’s speech data,
with fine-tuning pre-trained adult models on a small amount of children’s speech
yielding significant improvements (Lu 2022; Sobti 2024).

Despite these advancements, research gaps remain, including persistently high
WER, limited robustness to spontaneous speech, and poor performance in low-
resource languages. A significant challenge is the lack of large, publicly available
multilingual child speech corpora, which hinders model training and limits the
generalizability of ASR systems (Yeung 2018; Sobti 2024). Furthermore, most
studies focus on read speech, whereas spontaneous speech recognition remains
underexplored (Gerosa 2009). Moreover, speech variability across different child
age groups suggests that a single ASR model may not be effective for all children
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(Yeung 2018). Age-specific models and improved data collection methods are
crucial to enhancing ASR systems’ accuracy and adaptability.

Since existing adult-trained ASR models struggle with the unique acoustic and
linguistic characteristics of children’s speech, building new child-specific datasets
and developing tailored models are essential steps toward bridging the performance
gap in children’s speech recognition. For these reasons, we decided to create
a children’s speech database for the Slovak language to expand the existing range of
languages. With the help of this data, we aim to train acoustic models (AMs)
applicable to recognizing children’s spontaneous speech, as well as to the design and
development of other speech-oriented applications, such as children’s speech
synthesis and human-machine or human-robot interfaces.

2 DATABASE OF CHILDREN’S SPEECH

2.1 Existing databases of children’s speech

Children’s speech databases are essential for advancing ASR research. This
section provides an overview of key corpora, highlighting their design and data
collection methods.

The CMU Kids Corpus is a database of children’s read-aloud speech recorded
in American English. It includes speech from 76 children aged 6 to 11, with 24 male
and 52 female speakers. The corpus consists of 5,180 utterances created to train ASR
models for the LISTEN project at Carnegie Mellon University. The dataset is divided
into two subsets: SUM95, which contains speech from proficient readers recorded in
summer camps, and FP, which includes speech from children at risk of developing
poor reading skills (Eskenazi 1997).

The OGI Kids’ Speech Corpus is a database of children’s speech in American
English, consisting of recordings from approximately 1,100 children, ranging from
kindergarten to grade 10. The corpus includes both prompted and spontaneous
speech, with a balanced number of male and female speakers across different grade
levels. Data collection involved children reading words and sentences displayed on
ascreen while synchronized with an animated character (Baldi), whereas
spontaneous speech was elicited through conversational prompts (Shobaki 2000).

The PF-STAR Children’s Speech Corpus is a multilingual database containing
speech recordings from 611 children in British English, German, Italian, and
Swedish. It includes both native and non-native speech, featuring read, imitated,
spontaneous, and emotional speech recordings, covering an age range from 4 to 14
years. Data collection employed various methodologies, including scripted reading
tasks and the AIBO method, in which children interacted with a robot to elicit natural
and emotional speech (2005).

The Child Language Data Exchange System (CHILDES) is a database designed
for studying child language acquisition. It includes recordings and transcripts in over
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20 languages, making it a crucial resource for researchers. The corpus contains data
from thousands of children and caregivers, though the distribution of male and
female speakers varies across individual subcorpora. It was built by collecting,
transcribing, and annotating naturalistic parent-child interactions, recorded in home
environments (Sanchez 2019).

The My Science Tutor (MyST) corpus is one of the largest collections of
children’s conversational speech, containing 393 hours of speech data from 1,371
students in grades 3—5. The corpus is in English and consists of 228,874 utterances
recorded during 10,496 virtual tutoring sessions, with equal participation from male
and female students. The data was collected through structured spoken dialogues
between students and a virtual science tutor, in which students answered science-
related questions in a strict turn-taking system (Pradhan 2024).

The study by Claus et al. (Claus 2013) provides a comprehensive survey of
children’s speech databases, which are essential for ASR research. It identifies and
describes a total of 34 databases, primarily in English, with some available in
German, Italian, Swedish, and other languages — unfortunately, excluding Slovak.
Most databases contain read or spontaneous speech from children aged 6 to 18
years, with significantly fewer resources for younger children. Preschool speech
databases are particularly scarce due to recording challenges, as young children
cannot read and have short attention spans. The study highlights the need for more
extensive and higher-quality speech databases, especially for children under the
age of six.

2.2 Building of the Slovak children’s speech database

We began working on the creation of the speech database as early as 2018.
A portion of the database, consisting solely of excerpts from children’s speech taken
from the eight parts of the series Dads (‘Oteckovia’), was published in (Pleva 2019).
‘Oteckovia’ was a Slovak family daytime series broadcast on TV Markiza, depicting
the lives of four young men—fathers—each struggling with the role of parenthood
in his own way. It is an adaptation of the 2014 Argentine telenovela ‘Sefiores Papis’.
Although the speech in the series has a spontaneous character, it is still a spoken
script which we do not consider fully authentic.

For this reason, we proceeded to transcribe more authentic speech from child
speakers. We focused on two programs: the TV show ‘Tdraninky’, broadcast by
Slovak television RTVS between 2020 and 2023, and the radio show ‘Rozhlasové
leporelo’, aired on Radio Regina between 2021 and 2023. Both programs feature
speech interactions in which adult speakers ask various types of questions, and child
respondents provide answers. ‘Tdraninky’ was a children’s talk show covering
various topics, hosted by Marian Cekovsky and his little guests. ‘Rozhlasové
leporelo’ was a children’s radio show focused on developing thinking and creativity,
encouraging spontaneous reactions and communication skills.
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2.3 Data preprocessing and transcription

As already mentioned, the process of acquiring, pre-processing and transcription
of the subcorpus of the series ‘Oteckovia’ is described in more detail in (Pleva 2019).

Audio recordings of the shows ‘Tdraninky’ and ‘Rozhlasové leporelo’ were
obtained from the RTVS online archive' and processed in similar way. A total of 70
episodes of the radio show ‘Rozhlasové leporelo’ were analyzed, with 36 episodes
discarded due to excessive background noise.

Next, only speech segments containing child speech were isolated using the
Audacity tool?, while segments featuring older children, adults, or other irrelevant
audio content were removed. A three-second pause was inserted between individual
segments of children’s speech, and the recordings were normalized for volume. The
processed speech recordings were subsequently down-sampled from 44.1 kHz to 16
kHz with 16-bit resolution and saved in standard WAV (PCM) format.

After processing the audio recordings, it was necessary to create a transcription
for each of them. The initial speech-to-text transcription was performed automatically
using the SARRA?® ASR system (Lojka 2018). Further adjustments to the transcription
were made manually using the Transcriber tool* (Barras 2001), where each speech
segment was assigned a unique speaker identifier and a time period indicating the
start and end of the speaker’s speech. An example of a transcription in the Transcriber
tool is shown in Fig. 1.

2.4 Analysis of the database of children’s speech

As shown in Tab. 1, the latest version of the Slovak children’s database consists
of 130 children’s TV and radio shows and contains a total of 2,589 speech segments
with 303 speakers (127 males and 176 females), amounting to almost five hours of
transcribed speech. The average duration of a speech segment is approximately 6.85
seconds. The total number of words in the database is 35,945, of which 3,441 are
unique. The age range of child speakers in the database is between 4 and 12 years.

Next, we analyzed the number of out-of-vocabulary (OOV) words. For this
calculation, we used the dictionary from the SARRA ASR system, which contains
more than 558,000 unique words. Our findings show that the ‘Oteckovia’ subcorpus
has the highest percentage of OOV words, reaching up to 4.46%. This is quite an
interesting result, considering that the ‘Tdraninky’ and ‘Rozhlasové leporelo’
subcorpora contain fully spontaneous speech. These subcorpora have slightly more
than 1% of OOV words. Examples of OOV words in individual subcorpora are
shown in Tab. 2.

! https://www.stvr.sk/archiv

2 https://www.audacityteam.org/

3 https://marhula.fei.tuke.sk/sarra/
* https://trans.sourceforge.net/
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Note that we are still working on transcribing additional sessions and expanding
the database. Our goal is to reach at least 30 hours of pure children’s speech.

74 Transcriber 1.5.1 - o X

report I

to vymysleli preto lebo aby zahnali zlych duchov zimy aby im nebolo zle

File Edit Signal Segmentation Options Help

[no speaker)
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[no speaker]

RLspeaker002
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[no speaker)

RLspeaker001
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(no speaker)
RLspeaker001
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Fig. 1. The process of transcription of the show ‘Rozhlasové leporelo’ in the Transcriber tool

3 MODELING OF CHILDREN’S SPEECH

We used the resulting speech database to train AMs for the task of automatic
recognition of children’s speech in Slovak. We selected three ASR architectures.

The first architecture is based on the freely available Kaldi ASR engine (Georgescu
2021), which performs speech decoding using Weighted Finite State Transducers
(WFST). The baseline triphone AM was trained using a standard procedure based on
the extraction of Mel-Frequency Cepstral Coefficients (MFCC) with Cepstral Variance
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and Mean Normalization (CVMN) to eliminate noise in the extracted speech features.
To reduce the dimensionality of the acoustic feature vectors, we applied Linear
Discriminant Analysis (LDA) in conjunction with Maximum Likelihood Linear
Transform (MLLT) and Speaker Adaptive Training (SAT) to increase the model’s
robustness to speaker variability. This approach follows the standard GMM-HMM
framework for speech recognition, incorporating a trigram language model (LM).
Additionally, we tested newer, improved approaches in Kaldi based on ‘chain’ models,
which represent a hybrid DNN-HMM approach. These models utilize a Factorized
Time-Delay Neural Network (TDNN-F), which effectively captures long-term temporal
dependencies in speech data, as well as an extended version, CNN-TDNN-F, which
incorporates a Convolutional Neural Networks as an input layer to extract robust
acoustic features. The main advantage of a framework built on the Kaldi recognizer lies
in its control over the recognition dictionary, a feature that current architectures based
on transformers or self-supervised learning do not provide.

Subcorpus ‘Oteckovia’ ‘Taraninky’ ‘Rozhlasové leporelo’
Genre TV family comedy | Kid’s TV talk show [Radio sessions for children
Type narrated scripts spoken dialogues spoken dialogues
Years of broadcasting 2018-2019 2020-2023 2021-2023

Age range of speakers 7-12 5-8 4-11
Number of sessions 8 88 34

Number of speakers 6M/6F 43 M /60 F 78 M /110 F
Number of utterances 305 (154 M/ 151 F) | 1,667 (798 M/ 869 F) 617 (229 M/ 388 F)
Average utterance duration 5.80 seconds 7.20 seconds 6.42 seconds
Number of words 3,970 22,760 9,215
Number of unique words 1,377 4,981 2,521

OOV rate [%] 4.46 1.31 1.36

Total duration 00:33:13 03:19:45 01:06:00
(hh:mm:ss) 04:58:58

Tab. 1. Statistics on subcorpora of the Slovak children’s speech database

‘Oteckovia’ ‘Taraninky’ ‘Rozhlasové leporelo’
Ajstaj, baragraft, bratranko, barz, Bebik, daku, dinosaure, elzovsky,
dakam, fotrovi, furt, kakauko, gatuse, jaké, jakeby, jakému, jaki, akrobacie, baletkovii,
laktovat, Petulka, oci, kakanicky, kakauko, nasuchne, nesnezna, |balzy, docela, drihe, jaké,
potvorko, Prdeldkovce, oblecko, ockaty, odznacky, precarovat, | jaku, lietatiel, makanie,
rucpaku, superpes, tato, rozburdat, surodencovia, tatik, tatikom, nataz, neni, pozauna,
tati, tatino, tatus, tatuso, stamad’, sudokmen, tuna, slifka, videofotiek,| snizec, Saleny, tehalmi,
tramposka, tramposku, vybaca, zabambusi, zaleZany, zburaninka, | tote, toten, tund, zveract
vysokovany zburaniny, zlatokopia

Tab. 2. Examples of out-of-vocabulary words

To expand the training set, we applied data augmentation, including Speech
Perturbation (SP) — modifying the speech rate by factors of 0.9 (slower) and 1.1
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(faster) — and Spectral Augmentation (SA). These techniques increased the training
set to four times its original size. Other data augmentation techniques, such as
perturbation of pitch, volume, tempo, or vocal tract length, did not yield further
improvements.

As afinal step, after decoding the speech, we also applied post-processing
using a LM based on Recurrent Neural Networks (RNN LM).

We chose Whisper® (Radford 2023) as the second ASR architecture. It is
aclosed, End-to-End recognition system implemented as an encoder-decoder
Transformer. The decoder is trained to predict the corresponding text caption,
interspersed with special tokens that enable the model to perform multilingual ASR,
speech translation, and language identification. Whisper’s AMs have been trained on
a large and diverse multilingual dataset comprising 680,000 hours of audio®. Whisper
offers several pre-trained models suitable for further fine-tuning. In this research, we
evaluated the base, small, medium, and turbo models, with the medium model
yielding the best ASR results. Fine-tuning the large model was beyond our
computational capabilities.

The third and final architecture we used is Wav2Vec 2.0 (Bayevski 2020),
a self-supervised framework for speech representation learning. It is based on
a Transformer architecture and learns speech representations by masking parts of
raw audio waveforms and predicting them from context. The model is pre-trained on
large amounts of unlabeled audio data and can be fine-tuned for ASR with minimal
labeled data. There are numerous pre-trained models based on the Wav2Vec 2.0
architecture that are suitable for fine-tuning with Slovak data. Among them, we
applied:

e XLS-R-300M’” (Babu 2022) — a large-scale multilingual ASR model pre-

trained on 436,000 hours of unlabeled speech in 128 languages, including
Slovak, with 300M parameters;

e MMS-1B-All® (Pratap 2024) — a large-scale multilingual ASR model pre-

trained on one billion parameters across over 1,000+ languages.

4 EXPERIMENTS AND RESULTS

At the beginning, we divided the database of children’s speech in Slovak into
atraining set and atest set. The test set contained approximately one-third of
randomly selected speech segments from the ‘Tdraninky’ subcorpus, while the
remaining data was used for training and validating the models. As a result, the test
set included 389 speech segments from 29 speakers (10 males and 19 females), with

5 https://github.com/openai/whisper

¢ The exact amount of Slovak audio data is not known.

7 https://huggingface.co/facebook/wav2vec2-xls-r-300m
8 https://huggingface.co/facebook/mms-1b-all
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a total duration of 45 minutes and 57 seconds. The training and validation set was
used either to train models from scratch or to fine-tune pre-trained models based on
the Whisper or Wav2Vec 2.0 architectures.

We used the standard Word Error Rate (WER) to evaluate the model performance.
WER is a common metric for assessing speech recognition performance, calculated as
the ratio of the total number of substitutions, deletions, and insertions to the total
number of words in the reference transcript.

The results summarized in Tab. 3 show that fine-tuning on children’s speech data
and applying data augmentation significantly improved ASR performance across all
architectures. Kaldi models achieved a WER reduction from 46.10% to 24.19% with
CNN-TDNN-F and data augmentation. The fine-tuned Whisper model achieved
a WER of 18.29%, outperforming Kaldi. Wav2Vec 2.0 models demonstrated strong
performance, with XLS-R-300M fine-tuned on augmented data and a trigram LM
achieving a WER of 16.38%. MMS-1B-ALL performed best, reaching the lowest
WER of 15.10% when fine-tuned on augmented data with a trigram LM, highlighting
the effectiveness of self-supervised learning for child speech recognition.

ASR architecture |Acoustic model setup WER [%]
MFCC+CMVN + LDA+MLLT+SAT + trigram LM 46.10
TDNN-F + trigram LM 37.32
CNN-TDNN-F + trigram LM 37.57
Kaldi TDNN-F + RNN LM 3541
CNN-TDNN-F + RNN LM 36.05
TDNN-F + data augmentation (SP+SA) + RNN LM 27.27
CNN-TDNN-F + data augmentation (SP+SA) + RNN LM 24.19
medium 44.10
‘Whisper medium fine-tuned on children’s speech data 18.96
medium fine-tuned on augmented dataset (SP+SA) 18.29
XLS-R-300M 41.14
XLS-R-300M fine-tuned on children’s speech data 26.48
XLS-R-300M fine-tuned on augmented dataset (SP+SA) 25.55
Wav2Vec 2.0 XLS-R-300M fine-tuned on augmented dataset + trigram LM 16.38
MMS-1B-ALL 34.13
MMS-1B-ALL fine-tuned on children’s speech data 23.86
MMS-1B-ALL fine-tuned on augmented dataset (SP+SA) 22.45
MMS-1B-ALL fine-tuned on augmented dataset + trigram LM 15.10

Tab. 3. Summary of the results of newly trained or fine-tuned models for children’s speech

5 CONCLUSION

Improving children’s ASR requires a combination of age-specific adaptation
techniques, data augmentation, and self-supervised learning to address data scarcity.
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In this research, we compared three different approaches to speech recognition, with
self-supervised learning achieving a WER of 15.10%, which is comparable to similar
studies (Bhardwaj 2022; Sobti 2024), despite using less than 4 hours of training data.

Future research should focus on expanding child speech corpora, collecting
more diverse speech samples from children across various age groups, refining
transfer learning techniques, and developing more effective domain adaptation
strategies to bridge the performance gap between adult and child ASR. These
advancements will enable more accurate and inclusive speech recognition systems
for educational, assistive, and interactive speech-oriented applications.
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