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Abstract: Lung cancer is one of the most common causes of death in people worldwide. One of the key procedures for early detection of 
cancer is segmentation or analysis and classification or assessment of lung images. Radiotherapists have to invest a lot of effort into the 
manual segmentation of medical images. To solve this issue, early-stage lung cancer is detected using Computed Tomography (CT) scan 
images. The proposed system for diagnosing lung cancer is divided into two main components: the first part is an analyser component built 
on the upper layer of the U-shaped Network Transformer (UNT), and the second component is an assessment component built on the upper 
layer of the self-supervised network, which is used to categorise the output segmentation component as benign or cancerous. The proposed 
method provides a powerful tool for the early detection and treatment of lung cancer by combining CT scan data with 2D input. Numerous 
experiments are conducted to improve the analysis and evaluation of the findings. Using the public dataset, both test and training experiments 
were conducted. New state-of-the-art performances were achieved with experimental results: an analyser accuracy of 96.9% and an 

assessment accuracy of 96.98%. The proposed approach provides a new powerful tool for leveraging 2D-input CT scan data for early 
detection and treatment of lung cancer using a variety of methods. 
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1. INTRODUCTION 

Cancer is known as collection of related diseases. In many 
cancers, some parts of the body’s cells begin to break down 
and spread to neighbouring tissues. The human body is made 
up of billions of cells. Tumours can develop anywhere in 
these cells. Human cells are constantly developing and 
shedding cells to make new cells according to their needs [1]. 
When old cells die, they are regularly replaced by new cells. 
But when cancer strikes, the process does not work as well as 
it should. Mature cells do not die and new cells are formed 
unnecessarily. The cells continue to divide without restriction 
and produce a growth in the body called a tumour. These 
tumours are regularly rigid and contain more mass. 
Malignancies of the blood, for example leukaemia, do not 
usually form aggressive tumours. Tumours can spread or 
attack the tissue near them, which is why they are called 
malignant [2]. In addition, when these tumours develop, some 
of the growth cells can rupture and move to distant parts of 
the body or into the blood or lymph nodes, forming new 
tumours that are far away from the tumour site. Except benign 
tumours are not similar to malignant tumours. They do not 
spread and do not affect the tissue surrounding them or the 
tissue in their vicinity [3]. After elimination, either by surgery 

or additional treatment measures, the tumour does not return. 
This is in contrast to malignant tumours, which sometimes 
continue to grow after removal. Mild tumours are generally 
not serious, apart from mild tumours that occur in the brain. 
Mild brain tumours can be dangerous and still lead to death 
[4], [5]. 

Normal cell physiology consists of growth, division, and 
apoptosis of cells in a planned manner. When this 
physiological process becomes uncontrollable, the cells 
develop too rapidly and become a lump called a tumour. 
Tumours can be divided into two groups: benign and 
cancerous. While a benign tumour is confined to the site of 
growth and does not grow that fast, a malignant tumour 
basically has fast-growing cancer cells can spread away from 
the original site, attack surrounding tissue and also spread to 
different regions of the body, which is called metastasis. 
Early lung cancer detection is extremely useful as it prolongs 
survival as well as the appropriate stages of threat [6]-[8]. 

2. LITERATURE REVIEW  

There are several types of computerised diagnostic systems 

for lung cancer. Some of these methods are discussed in this 

section. The authors [9] propose the use of Computer-Aided 
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Diagnosis (CAD), the recently urbanised mobile-category 

Computed Tomography (CT) scanner, which is mainly used 

to screen for lung cancer. In this novel Lung Cancer 

Screening CT (LSCT) method, one of the main consequences 

is to increase the amount of data to 30 images per person from 

X-ray films. To get around this, the authors are trying to 

significantly reduce the image data to present to clinicians 

using imaging techniques. The distribution of hybrid lungs in 

CT imaging for chest for CA analysis [10]. The projected 

system consists of three phases:  

• In the first phase, the lungs and airways are unconnected 

by a growing reverse seed region and connected with 

component labelling.  

• In the second phase, the airways and large airways are 

removed from the lungs by growing 3-dimensional 

regions. 

• In the final phase, the correct lung boundary is 

determined by eliminating the results of the second 

phase from the first. 
The urbanised computer-based analytic circuitry is based 

on the architecture of a two-dimensional Artificial Neural 
Network (ANN). The original ANN identifies suspicious 

areas in low-resolution images [11]. The inputs provided by 
the second ANN are curved peaks measured for each pixel in 

each suspect area. This is evidenced by the fact that even tiny 
tumours have a recognisable signature in the space of the 

vertebral peak, with the curve being the centre of the image 
information at which time was looked out, this is an auxiliary 

record. The output of the network is set to a certain level to 
provide an optimistic identity. A computerised method for 

diagnosing lung cancer is based on helical CT imagery. This 
method will both reduce time and increase diagnostic 

certainty. The system includes the phase of examination and 
the phase of identification. In the phase of lung and 27 

vascular analyses, the lungs were extracted and the features 
of these areas were examined with imaging techniques [12]-

[14]. In the diagnosis phase, diagnostic rules are characterised 
by features and tumour regions are identified based on these 

diagnostic rules. 

The computerised diagnostic system to assist in the relative 
reading of lung cancer depends on CSV imaging. This work 

provides a novel and automated system for the detection of 
early-stage lung cancer based on a computerised scanning 

system that reads all CT images. In addition, the CAD scheme 
is equipped with features that identify doubtful parts of the 

chest CT images and provide comparable reports. The 
segmentation algorithm has been used in this way to compare 

individual images from current and previous CT scans and 
interfaces to characterise suspect areas [15], [16]. 

The proposed work offers a number of extra benefits over 
other innovative works by providing a complete system for 

lung cancer analysis and also for diagnosis through 
assessment head. Most innovative work focuses on only one 

task, usually a classification or segmentation assignment. In 
the proposed study, the two objectives are combined to 

provide a comprehensive system for prior identification of 
lung cancer. The proposed model will make a significant 

contribution to the early detection of lung cancer as well as 
mitigating the circumstances. The proposed model will also 

help medical professionals and specialists to plan radiation 
therapy. 

A. Motivation of the work 

To distinguish between benign and cancerous nodules, 

detection methods for lung cancer based on computerised 

technique need to analyse the imaging properties of lung 

nodules in CT images. 

Building an autonomous segmentation system is becoming 

increasingly important for early lung cancer diagnosis. It is 

very challenging to build such a system using traditional 

approaches. 

Deep learning-based architectures have seen substantial 

growth in recent years and have been used extensively in the 

healthcare industry. 

Therefore, the main objective of this work was to develop 

a reliable and accurate 2D-segmentation method for lung 

cancer. 

B. Objective of the work 

The primary objective of this work is to build an advance 

detection of lung disease.  

To achieve this objective, the proposed model divides the 

system into two parts, namely analyser head and assessment 

head for lung cancer segmentation. 

The rest of this article is divided as follows: The different 

components of the proposed model used for early detection 

of lung cancer are described in detail in section 2. The 

experiments carried out to add to the created model are all 

described in section 3. The discussion on the proposed model 

is explained in section 4 and section 5 provides a summary of 

the model. 

3. PROPOSED SYSTEM MODEL 

A. Analyser head 

The analysing section is an earlier proposal by the author 

[25], which is a combination of a U-shaped network and 

transformers. To successfully record information at multiple 

scales globally and explore successive representations of the 

input data set, this network uses a transformer for the 

encoding technique. Both the encoding and decoding 

procedures are developed using this network. To determine 

the final result of the semantic analyser head outcome, the 

transformer in the encoder is directly connected to a decoder 

in different resolutions via hops. The encoder in the U-shaped 

Network Transformer (UNT) is built from a heap of 

transformers. Both the decoder units and the encoder unit are 

connected by hop networks in a design of shrinking and 

expanding. Transformers have been used extensively in 

natural language processing. Transformers work with a 1D 

input array. The input information is: 

 𝑋𝜖 𝑅𝑒𝑠𝑐ℎ×ℎ×𝑤  

where ch represents the number of channels, 

 𝑋𝑝𝜖𝑅𝑒𝑠𝑛×(𝑃𝑇3.𝑐ℎ)  

where every resolution of the patch is denoted by 

 (𝑃𝑇, 𝑃𝑇, 𝑃𝑇), 𝑁 = (ℎ × 𝑤 × 𝑑)/𝑃𝑇3  
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A linear layer is then used to project the patches onto a K-

dimensional anchoring space that is continuous across all 

transformer levels. The approach incorporates a 1D learnable, 

positional, embedding Epos that allows the retention of the 

geographic data of the retrieved patches: 

 𝑍0  =  [𝑥𝑣
1𝐸, 𝑥𝑣

2𝐸, … , 𝑥𝑣
𝑁𝐸]𝐸𝑝𝑜𝑠 (1) 

The transformer blocks consisting of Multi-head Self-

Attention (MSA) and Multilayer Perceptron (MLP) sub-

layers are then applied after the embedding layer. Equations 

(2) and (3) define MSA and MLP, respectively: 

 𝑍𝑖
′  =  𝑀𝑆𝐴(𝑁𝑜𝑟𝑚(𝑍𝑖 − 1)) + 𝑍𝑖 − 1, 𝑖 = 1 … . 𝐿 (2) 

 𝑍𝑖  =  𝑀𝐿𝑃(𝑁𝑜𝑟𝑚(𝑍𝑖
′)) + 𝑍𝑖

′, 𝑖 = 1 … . 𝐿 (3) 

The Norm indicates normalisation of the layer. The MLP is 

composed of 𝑍𝜖𝑅𝑛×𝑘  and is learned with a parameterised 

function known as the SA block. Comparing two entries in z 

and their key-value pairs yields the attention weights (A), as 

shown in (4): 

 𝐴 =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥
𝑄𝐾𝑇

√𝐾ℎ
 (4) 

where 𝐾ℎ = 𝐾/𝑛 acts as a scaling factor to keep the key's 

values, which use the estimated attention weights, at a 

constant value. For v values in sequence z, the output of the 

SA layers is determined as in (5): 

 𝑆𝐴(𝑧)  =  𝐴𝑣 (5) 

Here v represents the values in the input sequence and a 

scaling factor, 𝐾ℎ = 𝐾/𝑛 is used. In addition, the output of 

MSA is evaluated as in (6): 

 𝑀𝑆𝐴(𝑧)  =  [ 𝑆𝐴𝐿1(𝑧); 𝑆𝐴𝐿2(𝑧); … . ; 𝑆𝐴𝐿𝑛(𝑧)]𝑤𝑚𝑠𝑎 (6) 

where the values of the weights of the different parameters 

that can be trained are reflected in 𝑤𝑚𝑠𝑎. The developed 

architecture of the UNT model for lung cancer segmentation 

is shown in Fig. 1 below. 

 

Fig. 1.  The analyser head of UNT architecture during segmentation. 

B. Assessment head 

The output of segmentation is given to the classification 

head, which categorises the input data as benign or cancerous 

module, ensuring early identification of cancer cells in the 

lung. The proposed identification system's classification 

procedure was carried out using the "self-supervised neural 
network". This architecture provides a state-of-the-art, point-

to-point, self-supervised categorisation training approach. To 

optimise same-class prophecy of two augmented views of the 

same sample, the Self-Classifier synchronously learns both 

labels and representations in a single stage point-to-point 

process. A theoretically motivated cross-entropy loss 

differentiation with a uniform prior for the projected labels is 

used to ensure non-degenerate solutions. 

Attention to the self-supervised pictorial representation 

acquisition has increased recently. To learn representations 

with semantic meaning without the aid of human-annotated 

labels, a pretext job must be defined and finished. Even 
without annotations labels, it is possible to study useful 

patterns. A smaller dataset is then refined to apply the newly 

learnt patterns to subsequent tasks. Contrastive learning mind 

is the basis of modern self-supervised models. These 

techniques maximise the resemblance between two separate 

augmentations of the same image, while simultaneously 

minimising the similarity between different images in 

different contexts. In this case, the “self-supervised neural 

network” provides a classification-based pretext task with a 

target that is closely related to the main objective. To 

categorise two different augmentations of the same image, 
knowing only the C number of classes, an unsupervised 

classifier has been developed. In practise, such a task is prone 

to degenerate solutions where each sample is assigned to the 

same class. 

The best solution to this problem is to set a uniform prior 

for the common cross-entropy loss function to prevent it from 

providing an answer that divides the data evenly. In fact, this 

design shows that the collection of optimal solutions no 

longer includes degenerating alternatives. In this design, deep 

unsupervised clustering architectures and contrastive learning 

are combined. In a single-phase point-to-point process, the 
self-supervised architecture learns representations and cluster 

labels using mini batch Stochastic Gradient Descent (SGD). 

This model proposes a point-to-point classification and 

representation learning approach, self-supervised, and single-

stage, both simple and effective. This approach requires no 

pre-training, no expectation-maximisation technique, no 

pseudo-labelling and no external clustering. 

Let us use the symbols 𝑥1 𝑎𝑛𝑑 𝑥2 to represent two 

separate, enhanced perspectives of the same image sample x. 

The main goal of this architecture is to study a classifier with 

the formula 𝑦 = 𝑓(𝑥𝑖) 𝑒 [𝐶], where C is the predetermined 

number of classes that can classify two different perspectives 

of the same sample. An obvious solution to this problem is to 

minimise the resulting cross-entropy loss: 

 𝑙(𝑥1, 𝑥2)  = ∑ 𝑃(𝑥1)𝑙𝑜𝑔𝑃(𝑦|𝑥2)𝑦∈[𝐶]   (7) 

where, 𝑃(𝑥1) is the softmax row of the logits S matrix 
generated by our model (classifier + backbone) for all classes 
and batch samples. The network makes a constant y-value 
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prediction, which is x-independent. Without further 
regularisation, attempts to reduce (7) will therefore quickly 
converge to this degenerate solution. Applying the Bayes and 
total probability laws would solve this problem and lead to 
the following results: 

 𝑃(𝑥1)  =  
𝑃(𝑦)𝑃(𝑥1)

𝑃(𝑦)
 =  

𝑃(𝑦)𝑃(𝑥1)

∑ 𝑃(𝑥1) 𝑃(𝑥1)𝑥1𝜖𝐵1
 (8) 

where S is the previously mentioned matrix of logits, 𝑃(𝑦) is 
a softmax column, and B1 is a collection of N samples. The 
cross-entropy function is represented by [10] because the 

authors assume that 𝑃(𝑦) has a uniform prior and that 𝑃(𝑥1) 

and 𝑃(𝑥2) are uniform in the self-supervised network. 

 𝑙(𝑥1, 𝑥2)  =  − ∑
𝑃(𝑦)

∑ 𝑃(𝑦)𝑦
𝑙𝑜𝑔 (

𝑁

𝑐ℎ
)

𝑃(𝑥1)

∑ 𝑃(𝑥2)𝑦  𝑦𝜖[𝑐]  (9) 

The self-supervised network was used in the proposed 
UNT model to fully diagnose the type of disease and to 
categorise the segmented input image as benign or cancerous. 
To perform a prior identification of lung cancer, UNT and a 
self-supervised network work together. The central ar-

chitecture of the proposed UNT model is shown in Fig. 2. 

 

Fig. 2.  The entire process of lung cancer identification using 
analyser and assessment head.  

4. RESULTS AND DISCUSSION  

The main goal of this endeavour is to develop a 
segmentation and classification tool that allows early 
detection of lung cancer. Datasets with the lung images are 
widely used to assess the effectiveness of deep learning- 
based techniques for classification and identification of lung 
cancer. The proposed model was trained and tested on a 
public dataset available in the Kaggle and GitHub 
repositories, containing a total dataset of 25000 CT images, 
including 5000 COVID images, 5000 pneumonia images, 
6000 tuberculosis images, and 9000 lung cancer images, 
including normal images. The repository images are open for 
image segmentation with updated images. The entire dataset 
is verified and validated by the experts for CT scan images. 

In the proposed work, an analyser head and an assessment 
head are combined to form the diagnostic system. A 2D CT 
scan serves as the input data for the segmentation part, and 
the segmentation in semantic format is the resulting output of 
the proposed UNT model. The self-supervised network is 
built on the segmentation part, and the classification part uses 
the output of this part to perform classification and check 
whether it is benign or cancerous. 

A. Image analyser 

Using the Decathlon dataset, both training and testing were 

conducted. The CT images are provided as input in the ratio 

of 8:2. The accuracy of the segmentation directly affects 

whether it is successful or unsuccessful. Therefore, 

specificity, accuracy and sensitivity are used as the four 

measurement variables. True positives 𝑇𝑟𝑃 , true negatives 

𝑇𝑟𝑁, false negatives 𝐹𝑎𝑁 and false positives 𝐹𝑎𝑃 are 

additional factors that affect the assessment. 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑟𝑁

𝑇𝑟𝑁+𝐹𝑎𝑃
 (10) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑁+𝑇𝑟𝑃

𝑇𝑟𝑁+𝐹𝑎𝑁+𝐹𝑎𝑃+𝑇𝑟𝑃
 (11) 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑟𝑃

𝑇𝑟𝑃+𝐹𝑎𝑁
 (12) 

Different experiment settings were used for both testing 

and training. The parametric values used for the proposed 

UNT model are given in Table 1. 

Table 1.  Parametric values of the proposed model. 

Count Parameter Value 

1 Encoder VIT-B/16 

2 Weight 0.00001 

3 Learning rate 0.0001 

4 Input size 12*12*12 

5 Optimizer Nadam/AdamW 

 

The lung cancer segmentation method created provides 

encouraging results that surpass the most recent results on the 

dataset, as shown in Table 2. We trained and tested the 

network with different optimisers – AdamW and Nadam in 

this study – to achieve the best segmentation performance. 

Table 2 lists the results obtained. 

Table 2.  Performance during segmentation with and without 
optimiser 

Without / 

With 

Optimiser 

Optimiser Accuracy 

(%) 

Sensitivity 

(%) 

Recall 

(%) 

Without Encoder 97.25 96.75 97.21 

With  AdamW 96.98 95.89 96.08 

With Nadam 95.35 94.01 96.33 

 

As can be seen in Table 2, we were able to improve the 

segmentation results by changing the network optimiser. 

Better segmentation performance was obtained with the 

Nadam optimiser. When comparing the segmentation 
accuracy with the AdamW network optimiser, a 1% 

improvement was observed. 

B. Image assessment 

The aim is to create a comprehensive method for 
diagnosing lung cancer early in the planned work. The 

proposed system consists of two key components: an analyser 

head and the assessment part based on the technique of self-

supervision. To help develop a system for diagnosing lung 
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cancer, we need to incorporate a classification component for 

the segmentation results. The segmented CT scan data from 

this task is given as input to the classification part to be 

categorised as either cancerous or benign. The experiment 

settings used in the training phase are listed in Table 3. 

Table 3.  Parameters considered by the proposed UNT model for 
classification. 

Count Parameter Value 

1 Activation function ReLU 

2 Weight 0.00001 

3 Learning rate 0.01 

 Iterations 100 

4 Batch size 20 
5 Optimizer Adam/SGD/Gan/RMSProp 

 

To achieve better results, the network optimiser is crucial. 

For this purpose, the optimisers Adam, RMSProp, SGD and 

Gan are tested. The network classification performance is 

improved by using the Adam optimiser compared to the other 

optimiser techniques, as shown in the comparative section. 

The Adam optimiser provided the highest categorisation 

rates. 

C. Comparative classification results 

To analyse the performance of the proposed system, the 

results of the UNT mode are presented in comparison with 

the existing methods. The CT scan images of the lungs were 

converted into binary images (Fig. 3) before being fed into 

the UNT model. The comparative analysis of the proposed 

UNT model including the analyser head and the assessment 
head is presented.  

 

Fig. 3.  CT scan image of the lung. 

Table 4 shows the comparative performance metric 

analysis for lung cancer classification. 

The proposed UNT method outperformed the existing 
optimisers in terms of classification accuracy. The existing 

models were compared with the proposed approach under 

different optimiser models as shown in Fig. 4. 

Table 4.  Performance analysis for the proposed method. 

Dese

ases 

Learning 

model 

Optimizer Accu 

racy 

(%) 

Sensi 

tivity 

(%) 

Re 

call 

(%) 

L
u
n
g
 C

an
ce

r 

ResNet-

50 

Adam 89.67 87.45 85.2 

SGD 89.26 86.25 86.0 

RMSProp 90.58 85.26 83.4 

Inception

-ResNet 

Adam 92.45 90.56 90.5 

SGD 94.30 91.79 89.7 

RMSProp 93.70 92.35 86.5 

VGG-19 

Adam 93.90 91.05 92.3 

SGD 92.50 90.68 91.8 

RMSProp 91.70 89.74 90.7 

Proposed 

UNT 

Adam 96.90 94.80 95.7 

SGD 95.30 93.74 92.6 

RMSProp 95.80 94.12 91.8 

 

Fig. 4.  Performance of classification optimisers in the proposed 
UNT method compared to the existing methods for lung cancer 
diagnosis. 

5. CONCLUSION 

People worldwide are at high risk of lung cancer and 

numerous solutions are attempted to deal with the addressed 

problem, but exiting techniques are still successful because 

they segment or categorise the problem of lung cancer. 

Numerous tests have been run to improve the segmentation 

and classification results. To achieve this goal, in this paper 

we have created a 3-dimensional lung cancer diagnostic 

technique for CT scan imaging. The proposed system consists 

of two primary components: the analyser component, which 
is built on the UNT network, and the assessment component, 

which is based on the self-supervised network and used to 

classify the segmentation result. The proposed approach 

provides a novel tool for the 2-dimensional lung cancer 

identification as well as for the CT scan. The proposed 

approach is effective enough to help radiologists and medical 

professionals in the fight against lung cancer due to the very 

encouraging segmentation and classification results. A 

classification performance of 98.77% and a segmentation 

accuracy of 97.83% are achieved. The major drawbacks of 

the proposed model include its high processing demands and 
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the need for a powerful GPU to function properly. The 

proposed paradigm can be used on high-capability local 

machines or cloud-based systems to overcome this limitation. 
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