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Abstract: The multi-line laser 3D reconstruction system mainly relies on marking points to acquire 3D data. To simplify the acquisition of 

3D data for objects, we use a binocular tracking method to achieve unmarked point stitching of the multi-line laser reconstructed 3D data. 

The key challenge with this system is the joint calibration between the multi-line laser system and the tracking ball cage. Traditionally, 

planar calibration plates are used for calibration. However, due to the extensive calibration field, the production of large calibration plates 

incurs high costs and compromises machining accuracy. As a result, significant joint calibration errors occur between the tracking ball and 

the multi-line laser system, making high-precision calibration impossible. To solve these problems, an iterative method based on multi-

position attitude and conjugate gradient is proposed to achieve high-precision joint calibration. A simple and convenient cross pole with 

multiple coding points is used as a calibrator. The 3D data of these coding points are determined beforehand using a coordinate measuring 

machine (CMM). First, the internal and external parameters of the binocular tracking system are calibrated using this cross pole. During the 

joint calibration process, in which both the multi-line laser system and the tracking ball cage are involved, the cross pole is imaged at different 

positions simultaneously with the binocular tracking system and the multi-line laser system. This allows us to determine the positions and 

orientations of both systems relative to each other and relative to the cross pole. The transformation relationship between the multi-line laser 

system and the tracking ball cage is calibrated using an iterative conjugate gradient optimization algorithm based on these positions and 

orientations, which completes the entire system calibration and eventually achieves three-dimensional reconstruction of the unmarked points. 

Compared to conventional planar calibration plate-based methods, our proposed approach requires only one cross pole to perform two crucial 

calibration steps, improving the joint calibration accuracy. While the final reconstruction accuracy of conventional methods is about 0.1 mm, 

our proposed method can achieve an accuracy of about 0.02 mm. 
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1. INTRODUCTION 

Accurate and visual measurement of objects at large scales 

is challenging due to factors such as limited equipment, 

object occlusion, and ambient lighting fluctuations. 

Obtaining dense and accurate point cloud data through 

a single measurement is often difficult [1], [2]. The global 

stitching technique, which uses a multi-view measurement 

with an optical tracking algorithm, has proven successful in 

various scanning applications [3], [4]. This method is useful 

for reconstructing three-dimensional objects within a vast 

field of view that lack distinct markers. Precise measurements 

are crucial for the tracking and stitching process to transform 

individual measurement data into a global coordinate system 

and to optimize the measurement parameters by matrix 

correlation transformations [5], [6]. The core of optical 

tracking lies in the alignment of point clouds, which enables 

the synchronization of coordinate systems across different 

test  angles  [7], [8], [9], regardless  of whether it is based on 

shape [10], [11] or tracking. However, as the measurement 

range increases and the field of view changes, both marker-

based and shape-based techniques are susceptible to 

cumulative measurement errors. The optical tracking-based 

measurement approach combines global positioning with 

a local scanning system. The global tracking system can be 

achieved by stereo vision technology for a large field of view 

[12], [13], while the local scanning system can use laser 

triangulation or grating-structured light systems. The data 

obtained with the local scanning system can be converted into 

a unified coordinate system using a global tracking system. 

Despite the error-free accumulation and flexible 

measurements, calibration errors occur in the results due to 

the transformation of the position matrix between the 

measurement and tracking systems. Barone [14], [15] used 

a standardized conversion calibration board for the 

calibration. In this method, the coordinates are converted 

from the calibration board to the measurement system and 

     Journal homepage:  https://content.sciendo.com 

mailto:DOI:%2010.2478/msr-2025-0027
mailto:liughua_swit@163.com
https://orcid.org/0000-0001-8887-8333
https://content.sciendo.com/view/journals/msr/msr-overview.xml


MEASUREMENT SCIENCE REVIEW, 25, (2025), No. 5, 229-247 

230 

then to the tracking system, followed by registration to 

calculate the transformation matrix. Other researchers have 

further developed this calibration method to construct various 

combined measurement systems. J. Shi [16], [17], [19], S. Bai 

[18], T. Jiang et al. [20] and Y. Zhang [21] have proposed 

a new approach to reconstruct large objects, which includes 

an elementary method. In this approach, a structured light 

measurement system is used as a local scanning system to 

reconstruct regional surfaces, while a stereo tracker is used 

for global registration. However, this calibration process is 

limited by the restriction of the common field of view, as both 

the tracking system and the measurement system are unable 

to simultaneously acquire information from the same 

calibration plate. This limitation renders it unsuitable for 

calibrations that require shared information from both 

systems. Furthermore, if the 3D data is distributed on a plane, 

the registration process becomes invalid due to insufficient 

dimensional information. The perspective-n-point (PnP) 

algorithm was developed by QY. Zhou et al. [22] to calculate 

the transformation matrix between the calibration board and 

the tracking system, taking into account the monocular visual 

call in the global system. The calibration process primarily 

involved changes in the position and pose of the calibration 

board. However, apart from computational instability, the 

PnP method is sensitive to variations in pixel intensity and 

measurement depth during attitude estimation and 

registration. Since the scale information between the local 

and global coordinate systems is not considered, the 

calibration accuracy is affected, leading to unstable 

calibration results. G. Xu et al. [23], [24], proposed a laser 

sensor with unrestricted installation positions and local 

attitudes, so that calibration of both the sensor and the global 

version system is not required. However, this approach still 

requires a pre-calibration of the laser plane, i.e. it only 

replaces the camera-to-laser coordinate system with the 

camera-to-plane plate transformation. In addition, a wide 

field of view is required to capture both flat plates and laser 

strips within the range of the global camera. Zhao et al. [25] 

have presented a simple method for calibrating non-

overlapping cameras that allows specific camera position 

recognition. Although the conversion relationship can be 

established with already calibrated cameras, the accuracy 

varies across different positions within the field of view 

despite uniform distribution of these markers during use. 

Therefore, in cases where the calibration plates are not 

distributed within the high-precision field of view area, the 

accuracy cannot be guaranteed. In the study by Sarmadi et al. 

[26], two-dimensional calibration plates and three-

dimensional marker points were used to estimate the three-

dimensional structure and relative posture of planar markers. 

However, these traditional calibration methods pose 

a number of challenges in practice, mainly due to their 

inconvenient operation and the inability to guarantee the 

accuracy of the final calibration. 

The main purpose of the tracking system is to integrate the 

binocular system with the multi-line laser system. This is 

convenient for real-time tracking and stitching of the three-

dimensional data reconstructed by the laser system, which is 

achieved by determining the spatial position of the multi-line 

laser system in real time. Therefore, the calibration of the 

whole system includes the calibration of the binocular 

tracking system and the joint calibration of the multi-line 

laser system and the tracking ball cage. The conventional 

joint calibration of the multi-line laser system and the 

tracking ball cage is based on the plane calibration plate 

method, as shown in Fig. 1. It realizes the calibration between 

the tracking ball and the multi-line laser system by calculating 

the conversion relationship between the plane calibration 

plate and the camera. However, the use of these plane 

calibration plates poses great challenges, such as their size, 

high production cost, and inability to guarantee the plane 

accuracy. These limitations can lead to a large number of 

calibration errors and to a complex calibration process. To 

solve this problem, a multi-position orientations and 

conjugate gradient iteration method based on the cross pole is 

proposed to complete the joint calibration between the multi-

line laser system and the tracking ball cage. The cross pole is 

easy to make, and the 3D coordinates of the coding points can 

be determined in advance using a coordinate measuring 

machine. The calibration of the binocular tracking system and 

the joint calibration between the multi-line laser system and 

the tracking ball cage can be completed by the precise 3D 

coordinates on the cross pole. The method proposed in this 

paper, which is based on multi-position orientations and 

conjugate gradient iteration, can improve the convenience of 

calibration and achieve higher precision of calibration to 

improve the final stitching accuracy. 

Planar calibration plate

Multi-line laser system and 
tracking ball

Binocular tracking system

 

Fig. 1.  Traditional multi-line laser system and tracking ball joint 

calibration schematic diagram. 

2. HARDWARE COMPOSITION AND CALIBRATION OF THE 

TRACKING SYSTEM 

A. The hardware composition of the tracking system 

The tracking system hardware essentially consists of three 

main components: the binocular tracking system, the multi-

wire laser system, and the tracking ball cage, which is 

seamlessly integrated into the multi-wire laser system 

hardware, as shown in Fig. 2. The binocular tracking system 

is equipped with two industrial cameras that are mainly 

responsible for the real-time tracking of the ball cage within 

a given field of view. In contrast, the multi-wire laser system 

includes a binocular camera and a multi-line laser, which are 
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primarily intended for the reconstruction of the object. The 

tracking ball cage, which primarily consists of several 

polyhedra, is able to determine the spatial and positional 

relationships of the multi-line laser system. 

 

Fig. 2.  Track system structure diagram. 

 
(a) 

 
(b) 

Fig. 3.  Hardware controller, (a) hardware circuit board, (b) circuit 

board structure diagram. 

The STM32L151 microcontroller, as shown in Fig. 3(a), is 

responsible for managing the entire system. This ultra-low 

power device is based on the high-performance ARM® 

Cortex®-M4 32-bit RISC core, which can operate at 

frequencies of up to 80 MHz. The Cortex-M4 core features 

a single floating point unit (SFPU) with precision and 

supports all ARM single-precision data processing 

instructions and types. It also includes a comprehensive set of 

digital signal processing (DSP) instructions and a memory 

protection unit (MPU) to increase application security. The 

hardware control aspect of the system includes 

synchronization trigger control for the binocular tracking 

system camera, laser projection, and camera acquisition, and 

manages the multi-line laser system. In the context of multi-

line laser 3D reconstruction, the main task of the controller is 

to initiate the laser projection and simultaneously trigger the 

camera to capture the laser image. It then monitors the 

binocular tracking system and synchronizes the camera 

triggers to capture the white light image. Trigger acquisition 

and laser projection can be performed by sending control 

commands through the serial port. The architecture of the 

controller's motherboard is shown in Fig. 3(b), and the timing 

is shown in Fig. 4. 

The primary circuitry of the tracking system control 

mechanism is divided into two main components: system 

timing configuration and image acquisition management. 

Fig. 4 illustrates the control protocol using a multi-line laser 

to capture three images. During the configuration of the 

system's timing interval, the Set_Valid signal is activated and 

the sequence 0x55AA, 0x01, 0x0E, 0x0A, 0x0A, 0x0A, 0x0A, 

0x2C is inscribed. This sequence includes the header, the 

status code, the configuration mode, the duration of the high 

level for seven-wire laser A, the duration of the low level for 

seven-wire laser A, the duration of the high level for fill light, 

the duration of the low level for fill light, the duration of the 

high level for seven-wire laser B, the duration of the low level 

for seven-wire laser B, and the checksum of the sequence. 

The successful configuration of the system timing is 

confirmed if the sum of the initial nine sequences matches the 

lower octet of the checksum. When the camera image 

acquisition control is performed, the Control_Valid control 

signal is activated and the sequence 0x55AA, 0x01, 0x06, 

0x06 is inscribed to identify the frame header of the control 

signal, the status code, the camera image acquisition trigger 

mode, and the mode check bit. After checking the correct 

check bit, the Trigger_Valid trigger signal for image 

acquisition is activated and triggers the fill light, the seven-

wire laser A, and the seven-wire laser B in sequence. The 

camera acquisition signal then triggers the capture of a white 

light image, a seven-wire laser A image, and a seven-wire 

laser B image. After these three images have been captured, 

the Trigger_Valid signal switches to a low level and thus 

leads to the reconstruction of the input image collection. 

 

Fig. 4.  Signal timing diagram of the laser controller. 

B. Calibration of the binocular tracking system 

The main purpose of the tracking system is to construct 
a binocular system in conjunction with a multi-line laser 
system, for real-time tracking and alignment of the multi-line 
laser system to determine its spatial positional relationship. 
When calibrating the binocular tracking system, it is therefore 
essential to consider the factor of a broad field of view. 
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Calibrating a tracking system using the traditional flat plate 
method can present many challenges. The main difficulty is 
to create a calibration board that is sufficiently precise to 
account for such an extensive field of view. This article 
therefore proposes the adoption of a cross pole-based 
calibration method, which is easy to make and place within 
the field of view. The cross pole is equipped with marked 
points that possess unique codes (see Fig. 5) to ensure the 
uniqueness of the coding across different positions and angles. 
By obtaining the three-dimensional coordinates of all coded 
points on the cross pole in advance using the third-party tools, 
you can position the pole at multiple locations within the field 
of view and initiate camera data collection. Then, the central 
coordinates and code values of all designated points on the 
cross pole are identified, taking into account their recognized 
central coordinates from different positions and the 
corresponding three-dimensional point coordinates on the 
cross pole. By applying bundle adjustment techniques, the 
internal and external parameters of the binocular tracking 
system can be accurately calibrated. 

 

Fig. 5.  Binocular tracking system and cross pole. 

Based on the pinhole imaging principle of cameras, when 
using an ideal optical camera for photography, the three-
dimensional point of the object, the center of the lens and the 
image point align in a straight line. This alignment represents 
the ideal linear imaging model of the cameras, which can be 
formally represented with a homogeneous coordinate matrix. 

 

[
𝑢
𝑣
1
] = [

𝑓𝑢 0 𝑢0 0
0 𝑓𝑣 𝑣0 0
0 0 1 0

] [
𝑅 𝑇
0𝑇 1

] [

𝑋
𝑌
𝑍
1

] (1) 

 

where (𝑢, 𝑣) is the pixel coordinate of the image point, 𝑓𝑢 and 

𝑓𝑣  are the scale factors of the image axis and axis, 

respectively, (𝑢0, 𝑣0)  represents the principal point coor-

dinate of the image, the third-order square matrix 𝑅 and  the 

three-dimensional vector 𝑇  represent the rotation matrix and 
the translation vector of the camera coordinate system 
relative to the world coordinate system, respectively, and 

(𝑋, 𝑌, 𝑍)  is the world coordinate of the three-dimensional 
point of the object side. At this time, the object point, the 
center of the lens and the image point satisfy the three-point 
collinear equation, and (1) can also be rewritten into the 
following form: 

 

{
 

 𝑢 = 𝑓𝑢  
𝑟1𝑋 + 𝑟2𝑌 + 𝑟3𝑍 + 𝑡𝑥
𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧

 +  𝑢0

𝑣 = 𝑓𝑣  
𝑟4𝑋 + 𝑟5𝑌 + 𝑟6𝑍 + 𝑡𝑦

𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧
 +  𝑣0

 (2) 

Here (𝑟1,⋯ , 𝑟9) are 9 components representing the third-

order rotation matrix R and (𝑡𝑥,  𝑡𝑦,  𝑡𝑧) represents the three 

components of the translation vector. 

In the practical application of the imaging system, the 

deviation of the image point caused by the lens optical 

distortion of the lens must be considered to satisfy the three-

point collinear equation, which includes the square object 

point, the lens center, and the image point. 

 

{
 

 𝑢 − 𝑢0 + 𝛥𝑢 = 𝑓𝑢
𝑟1𝑋 + 𝑟2𝑌 + 𝑟3𝑍 + 𝑡𝑥
𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧

𝑣 − 𝑣0 + 𝛥𝑣 = 𝑓𝑣
𝑟4𝑋 + 𝑟5𝑌 + 𝑟6𝑍 + 𝑡𝑦

𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧

⇒

{
 

 𝑢 = 𝑓𝑢
𝑟1𝑋 + 𝑟2𝑌 + 𝑟3𝑍 + 𝑡𝑥
𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧

+ 𝑢0 − 𝑓𝑢𝛥𝑥

𝑣 = 𝑓𝑣
𝑟4𝑋 + 𝑟5𝑌 + 𝑟6𝑍 + 𝑡𝑦

𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧
+ 𝑣0 − 𝑓𝑣𝛥𝑦

 

(3) 

 

Here (𝑢, 𝑣)  and (𝑢0, 𝑣0) are respectively the coordinates 

of the image point and the main point in the image pixel 

coordinate system, (𝑥, 𝑦)  are the coordinates of the image 

point in the physical coordinate system of the image, and 

(𝛥𝑥, 𝛥𝑦) is the image point deviation caused by the optical 

distortion of the camera. 

 

{
𝛥𝑥 = 𝑘1𝑥𝑟

2 + 𝑘2𝑥𝑟
4 + 𝑘3𝑥𝑟

6 + 𝑝1(𝑟
2 + 2𝑥2) + 2𝑝2𝑥𝑦

𝛥𝑦 = 𝑘1𝑦𝑟
2 + 𝑘2𝑦𝑟

4 + 𝑘3𝑦𝑟
6 + 𝑝2(𝑟

2 + 2𝑦2) + 2𝑝1𝑥𝑦
   

(4) 

Here ：𝑟2 = 𝑥2 + 𝑦2. 
The camera parameters, which are determined on the basis 

of the sequence image orientation and the three-dimensional 

spatial points obtained by reconstruction, deviate from their 

true values due to the influence of noise on the acquired 

image. To minimize these errors, a self-checking correction 

beam adjustment method was used for the non-linear 

optimization of the camera parameters and the three-

dimensional point coordinates in space. The objective 

function of this optimization, which is based on the principle 

of non-linear least squares, can be expressed as follows. 

 

min∑∑‖(𝑢𝑖𝑗 , 𝑣𝑖𝑗) − (𝑢̃𝑖𝑗 , 𝑣̃𝑖𝑗)‖
2

𝑚

𝑗=1

𝑛

𝑖=1

 (5) 

 

where n is the number of three-dimensional points in space, 

m is the number of images,  (𝑢𝑖𝑗 , 𝑣𝑖𝑗) represents the actual 

imaging point coordinate of the ith 3D point on the 

jth image. (𝑢̃𝑖𝑗 , 𝑣̃𝑖𝑗) denotes the coordinates of the image point 

corresponding to the ith 3D point in the jth image, derived by 

solving (5). Furthermore, this objective function can be inter-

preted as minimizing the reprojection residual of the image 

points and thus has a clear physical meaning.  

C. The joint calibration of the tracking system 

Once the binocular tracking system has been successfully 

calibrated, the next step towards multi-line laser unmarked 

point stitching is to complete the joint calibration between the 

tracking ball and the multi-line laser system. This joint 
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calibration is essentially about establishing a conversion 

relationship between the two coordinate systems, which 

ultimately facilitates the translation of the three-dimensional 

coordinates of the reflective mark points from the tracking 

ball coordinate system to the multi-line laser coordinate 

system. To facilitate this, a set of tracking ball hardware is 

integrated into the hardware of the multi-line laser system, as 

shown in Fig. 6. This tracking ball hardware consists 

primarily of several polyhedra, each face adorned with 

circular marking points made of a special reflective material. 

Using a photogrammetry method based on multiple views, 

the three-dimensional coordinates of each circular marking 

point can be determined relative to a reference cage in which 

the tracking ball is located. These coordinates were then 

transformed in relation to the coordinate system of the cage. 

It is essential that the joint calibration of the tracking ball and 

the multi-line laser system is performed with an already-

calibrated binocular tracking system. Both systems must be 

positioned in the same field of view to allow simultaneous 

observation of cross pole, as shown in Fig. 6. The established 

coordinate system includes the following: 

 𝑂𝑡 is the binocular tracking coordinate system, 

 𝑂𝑚 is the multi-line laser coordinate system, 

 𝑂𝑏  is the tracking ball cage coordinate system, and 

 𝑂𝑐 is the cross pole coordinate system. 

b

mT

mO

bO

 

Fig. 6.  The conversion relationship between the multi-line laser 

system and the tracking ball cage. 

The joint calibration process requires the calculation of the 

transformation relationship between several coordinate 

systems, which is referred to as  𝑃 = 𝑅 ∗ 𝑄 + 𝑇. Essentially, 

this involves determining the rotation matrix 𝑅  and the 

translation matrix 𝑇  that exist between two distinct 

coordinate systems. Let us denote 𝑃′ = {𝑝1 𝑝2 . . . 𝑝𝑛} 
and  𝑄′ = {𝑞1 𝑞2 . . . 𝑞𝑛}  as the sets of points located in 

these two coordinate systems. By formulating a least squares 

objective function, we can obtain [𝑅, 𝑇] with the ultimate 

objective of seamlessly translating a three-dimensional point 

set from one coordinate system to another. Specifically, the 

error equation based on the points in p can be expressed as 

follows: 

 

error =  ∑‖𝑝𝑖 − (𝑅𝑞𝑖 + 𝑇)‖
2

𝑛

𝑖=1

 (6) 

The aim of the joint calibration is to establish the 

transformation relation 𝑇𝑚
𝑏  between the coordinate system 

𝑂𝑚 of the multi-line laser system and the coordinate system 

𝑂𝑏  of the tracking ball cage, as shown in Fig. 7 and Fig. 8. To 

enable fast and precise calibration, a cross pole based 

calibration approach is introduced in this paper, as shown in 

Fig. 7. The cross pole adorned with multiple coding markers, 

is located within the calibration space, with a unique identifier 

assigned to each coding point. This ensures that each code 

point is unique regardless of its angle or position during cross 

pole placement. In the cross pole coordinate system 𝑂𝑐, the 

three-dimensional coordinates of all coding points are 

designated as 𝑃𝑐(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), 𝑖 = 0. . . 𝑛 . In the ball-cage 

coordinate system 𝑂𝑏 , on the other hand, the three-

dimensional coordinates of the reconstructed marked points, 

denoted as  𝑄𝑏(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), 𝑖 = 0. . . 𝑛, are represented based 

on multiple views. 
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Fig. 7.  Joint calibration schematic diagram. 
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Fig. 8.  Joint calibration of physical structure drawing. 

The cross pole was positioned in the calibration field of 

view and the binocular tracking system was used to capture 

the image of the cross pole and reconstruct all coding marks. 

The 3D points 𝑃𝑡  representing the encoded point in the 

binocular tracking coordinate system 𝑂𝑡 were then acquired. 

The transformation relationship  𝑇𝑐
𝑡  between the benchmark 
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coordinate system 𝑂𝑐  and the binocular tracking coordinate 

system 𝑂𝑡  was established by calculations using the 3D 

coordinates of the coded points on the cross pole. The 3D 

points of the cross pole in the binocular tracking coordinate 

system can be represented as follows:  
 

𝑃𝑡 = 𝑇𝑐
𝑡  𝑃𝐶 = [𝑅𝑐

𝑡 , 𝑇𝑐
𝑡] 𝑃𝐶  (7) 

 

To capture an image of the cross pole, reinforce its 
positioning on the multi-line laser system within its field of 
view. Use the multi-line laser system to reconstruct the 
encoded marker points on the cross pole to obtain the 3D data 

𝑃𝑚 of the cross pole relative to the laser system 𝑂𝑚. Then, 

calculate the transformation relationship 𝑇𝑐
𝑚1  between the 

cross pole coordinate system 𝑂𝑐  and the multi-line laser 

system 𝑂𝑚 by using the captured encoded marker points as 
reference. 

 

𝑃𝑚 = 𝑇𝑐
𝑚1𝑃𝑐 = [𝑅𝑐

𝑚1 , 𝑇𝑐
𝑚1] 𝑃𝑐  (8) 

 

After completing the second step, keep the stationary 
position of the multi-line laser system. Then use the binocular 
tracking system to capture an image of the tracking ball cage. 

Then calculate the 3D coordinates 𝑄𝑡(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), 𝑖 = 0. . . 𝑛 of 
the ball cage within the binocular tracking coordinate system 

𝑂𝑡  by using the parameters obtained from the binocular 
tracking system. Finally, determine the transformation rela-

tionship 𝑇𝑏1
𝑡  between the ball cage coordinate system 𝑂𝑏  and 

the binocular tracking system 𝑂𝑡 by using the 3D coordinates 
of all marked points on the ball cage. 

 

𝑄𝑡 = 𝑇𝑏1
𝑡 𝑄𝑏 = [𝑅𝑏1

𝑡 , 𝑇𝑏1
𝑡 ] 𝑄𝑏  (9) 

 

The 3D points located on the cross pole can be converted 
to the binocular tracking coordinate system by using two 

conversion matrices that depend on the values 𝑇𝑐
𝑚1  and 𝑇𝑏

𝑡1, 

respectively, as well as the value 𝑇𝑚
𝑏  that is yet to be acquired. 

In this way, the value of  𝑃𝑡
′
 can be determined. 

 

𝑃𝑡
′ = 𝑇𝑏

𝑡1𝑇𝑚
𝑏𝑇𝑐

𝑚1𝑃𝐶 = [𝑅𝑏
𝑡1 , 𝑇𝑏

𝑡1][𝑅𝑚
𝑏 , 𝑇𝑚

𝑏][𝑅𝑐
𝑚1 , 𝑇𝑐

𝑚1]𝑃𝐶  

(10) 
 

The positioning adjustment of the multi-line laser system 
is performed using the aforementioned calibration 

procedures. The transformation relation 𝑇𝑐
𝑚𝑖  between the 

cross pole coordinate and the multi-line laser coordinate can 
be determined at each corresponding position. In addition, the 

transformation relation 𝑇𝑏
𝑡𝑖  between the ball-cage coordinate 

system and the binocular tracking coordinate system can be 
derived. 

 

{
 
 

 
 𝑃𝑡

′ = 𝑇𝑏
𝑡1𝑇𝑚

𝑏𝑇𝑐
𝑚1𝑃𝐶 = [𝑅𝑏

𝑡1 , 𝑇𝑏
𝑡1][𝑅𝑚

𝑏 , 𝑇𝑚
𝑏][𝑅𝑐

𝑚1 , 𝑇𝑐
𝑚1]𝑃𝐶

𝑃𝑡
′ = 𝑇𝑏

𝑡2𝑇𝑚
𝑏𝑇𝑐

𝑚2𝑃𝐶 = [𝑅𝑏
𝑡2 , 𝑇𝑏

𝑡2][𝑅𝑚
𝑏 , 𝑇𝑚

𝑏 ][𝑅𝑐
𝑚2 , 𝑇𝑐

𝑚2]𝑃𝐶
⋮

𝑃𝑡
′ = 𝑇𝑏

𝑡𝑖  𝑇𝑚
𝑏  𝑇𝑐

𝑚𝑖  𝑃𝐶 = [𝑅𝑏
𝑡𝑖 , 𝑇𝑏

𝑡𝑖][𝑅𝑚
𝑏 , 𝑇𝑚

𝑏][𝑅𝑐
𝑚𝑖 , 𝑇𝑐

𝑚𝑖]𝑃𝐶  

 

(11) 
 

Using (11), the 3D coordinates 𝑃𝑐  on the cross pole can be 

transformed into 𝑃𝑡  by the binocular tracking system or into 

𝑃𝑡
′  by the multi-line laser system. Since 𝑃𝑡  and 𝑃𝑡

′  both 
represent 3D points on the cross pole that have been 

converted to a unified coordinate system, it follows that 

𝑃𝑡 = 𝑃𝑡
′. Substituting (11) yields the following equation: 

 

𝑇𝑐
𝑡  𝑃𝐶 = 𝑇𝑏𝑖

𝑡  𝑇𝑚
𝑏  𝑇𝑐

𝑚𝑖  𝑃𝐶  (12) 
 

The parameter 𝑇𝑚
𝑏 = [𝑅𝑚

𝑏 𝑇𝑚
𝑏

0 1
] in (12) can be determined 

and then multiple values can be derived for both  𝑇𝑐
𝑚1  and 𝑇𝑏

𝑡1 

based on the different placements of the multi-line laser 
within the field of view. 

 

(𝑇𝑚
𝑏) ∗=   ∑∑‖𝑇𝑏𝑖

𝑡 𝑇𝑐
𝑡𝑇𝑐

𝑚𝑖𝑃𝐶 − 𝑇𝑐𝑗
𝑡 𝑃𝐶‖

2
𝑀

𝑗=1

𝑁

𝑖=1

 (13) 

 

The corresponding conversion matrices for each position 

𝑇𝑐𝑗
𝑡 ,  𝑇𝑐

𝑚𝑖 and 𝑇𝑏
𝑡𝑖  can be determined by strategically 

positioning the cross pole within the field of view. Using the 
3D points on the cross pole, in conjunction with the pose 

transformation matrix 𝑇𝑚
𝑏  for each position allows the 

transformation matrix to be calculated from the coordinate 
system of the multi-line laser system to that of the tracking 
ball coordinate system. The solution of (12) is the key to the 
problem. Rewrite (14) into the general formula as follows: 

 

min
𝑋∈𝑅

 ‖𝐴𝑋𝐵 − 𝐶‖ (14) 

 

where  𝐴 = 𝑇𝑏𝑖
𝑡 , 𝐵 = 𝑇𝑐

𝑚𝑖𝑃𝐶 , 𝐶 = 𝑇𝑐𝑗
𝑡 𝑃𝐶 ,  𝑋  is the parameter 

to be found. 

Let  ℜ ∈ 𝑅𝑁×𝑀 be a linear subspace with unique orthogo-

nal complements  ℜ⊥ and  𝑅𝑁×𝑀 = ℜ⊕ℜ
⊥, which defines 

a linear projection operator  𝐹ℜ: 𝑅
𝑁×𝑀 → ℜ  on 𝑅𝑁×𝑀  for 

any 𝑅𝑁×𝑀 and  𝑆 ∈ 𝑅𝑁×𝑀: 
 

⟨𝑋, 𝑆⟩ = ⟨𝐹ℜ(𝑋) + 𝐹ℜ⊥(𝑋), 𝑆⟩ = ⟨𝐹ℜ(𝑋), 𝑆⟩ (15) 

 

The function 𝑓(𝑋) = ‖𝐴𝑋𝐵 − 𝐶‖2/2, which is defined in 
any linear space, is continuously differentiable. The 
following iterative procedure was formulated using the 
conjugate gradient method for computational purposes. The 
flowchart illustrating the conjugate gradient iteration method 
is shown in Fig. 9. 

1. Input matrix 𝐴 ∈ 𝑅𝑁1×𝑀1, 𝐵 ∈ 𝑅𝑁2×𝑀2, 𝐶 ∈ 𝑅𝑁3×𝑀3 ,  

select initial value 𝑋0 ∈ 𝑅; 

2. Calculated by the initial value 𝑋0: 

𝑖 = 0 
𝑀0 = 𝐶 − 𝐴𝑋0𝐵 
𝑁0 = 𝐹ℜ[𝐴

𝑇𝑀0𝐵
𝑇] 

𝐾0 = 𝑁0 

3. The operation should be terminated if 𝑀𝑖 = 0,  
otherwise proceed to the next step. 

4. The following values are to be calculated: 

𝑎𝑖 = ‖𝑁𝑖‖
2/‖𝐴𝐾𝑖𝐵‖

2 
𝑋𝑖+1 = 𝑋𝑖 + 𝑎𝑖𝐾𝑖  
𝑀𝑖+1 = 𝐶 − 𝐴𝑋𝑖+1𝐵 = 𝑀𝑖 − 𝑎𝑖𝐴𝐾𝑖𝐵 
𝑁𝑖+1 = 𝐹ℜ(𝐴

𝑇𝑀𝑖+1𝐵
𝑇) = 𝑁𝑖 − 𝑎𝑖𝐹ℜ(𝐴

𝑇𝐴𝐾𝑖𝐵𝐵
𝑇) 

𝛽𝑖 = ‖𝑁𝑖+1‖
2/‖𝑁𝑖‖

2 
𝑁𝑖+1 = 𝑀𝑖+1 + 𝛽𝑖𝑁𝑖  
𝑖 = 𝑖 + 1

 

5. Proceed to step 3 for evaluation in the next step. 



MEASUREMENT SCIENCE REVIEW, 25, (2025), No. 5, 229-247 

235 

Start

jc

tT

1

c

m
T

c
im

T

1

t

bT

i

t

bT

Multi-line laser 

with tracking ball

CO

tO

bO

bO

mO

mO

b

mT

b

mT

cross post

Binocular 

tracking system

jc

tT

CO

mO

b

mT

im

cT

i

t

bT

b

mT

i

i

mt t b

c C b m c CT P T T T P=

i

t

bTim

cT
b

mT
jc

tT

1 1

( ) i

i j

N M
mb t b t

m b m c C c C

i j

T T T T P T P
= =

 = −

min mini

i j

t m t
b c C c C

X R X R
T XT P T P AXB C

 
− = −

 Select initial value 0X R

0 0

0 0

0 0

0

[ ]T T

i

M C AX B

N F A M B

K N



=

= −

=

=

iM 

2 2

1

1 1

1 1

2 2

1

1 1

/

( ) ( )

/

i i i

i i i i

i i i i i

T T T T
i i i i i

i i i

i i i i

a N AKB

X X aK

M C AX B M aAKB

N F A M B N aF A AKBB

N N

N M N





+

+ +

+  + 

+

+ +

=

= +

= − = −

= = −

=

= +

i=i+1
N

Stop the i teration and output the result

Y

End

 

Fig. 9.  Joint calibration flow chart. 

The negative gradient vector can be projected onto the 

linear subspace by using the conjugate gradient iteration 

method in conjunction with the linear projection operator, 

which serves as the basis for updating the matrix in each 

iterative process. This approach effectively facilitates the 

solution process of iterative algorithms and allows a least 

squares approximation of the equations to any linear 

subspace. The conjugate gradient method is an iterative 

optimization algorithm that is primarily used to solve linear 

equations, where 𝐴𝑋𝐵 = 𝐶  represents a positive definite 

matrix. The method progressively approximates the solutions 

of these equations through iterations, generating a conjugate 

direction at each step that minimizes the objective function 

value along this direction during the search operations. In 

each iteration, we first calculate the negative gradient vector 

of the current iteration point and then project it onto the 

solved linear subspace using a linear projection operator to 

obtain a projection matrix. This projection matrix then serves 

as an update matrix for the subsequent iterations, allowing us 

to gradually approach a solution to our system's problem. 

With this method we can therefore approximate our system to 

the least squares in any linear subspace and at the same time 

minimize the sum of the residual squares in this solution.  

3. MULTI-LINE LASER DATA STITCHING BASED ON THE 

TRACKING SYSTEM 

After the joint calibration of the multi-line laser system and 

the tracking ball, the 3D point  𝑃𝑚𝑖
 reconstructed by the multi-

line laser system can be transformed to the coordinate system 

of binocular tracking. The binocular tracking system, in 

conjunction with the multi-line laser system, serves as 

a comprehensive tool for object reconstruction by using the 

transformation matrix  𝑇𝑚
𝑏   obtained from the joint calibra-

tion. The binocular tracking system is fixed in a specific area 

of interest on the target object and can be seamlessly 

integrated into the multi-line laser system. While the multi-

line laser system collects data, the binocular tracking system 

simultaneously performs a synchronized acquisition of the 

tracking ball cage image. The transformation matrix 

𝑇𝑏𝑖
𝑡 = [𝑅𝑏𝑖

𝑡 , 𝑡𝑏𝑖
𝑡 ]  connecting the tracking ball cage and the 

binocular tracking system can be calculated by the 3D 

coordinates 𝑄𝑏(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), 𝑖 = 0. . . 𝑛  (the 3D points on the 

ball cage) relative to the coordinate frame 𝑂𝑏  and the 

corresponding 3D coordinates 𝑄𝑡𝑖(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), 𝑖 = 0. . . 𝑚 (the 

3D points reconstructed by the binocular tracking) for the 

same marking points. 

 

{
𝑄𝑡𝑖 = 𝑇𝑏𝑖

𝑡 𝑂𝑏                                                       

𝑄𝑡𝑘 = 𝑅𝑏𝑘
𝑡 ∗𝑂𝑏 + 𝑡𝑏𝑘

𝑡 , (𝑘 = 0. . . 𝑛)     
 (16) 

 

min 𝑅𝑏𝑘
𝑡 ,𝑡𝑏𝑘

𝑡 ∑‖𝑅𝑏𝑘
𝑡 𝑄𝑏

𝑖 + 𝑡𝑏𝑘
𝑡 − 𝑄𝑏

𝑖 ‖
2

𝑚

𝑖=1

 (17) 

 

The 3D data reconstructed by the multi-line laser system 

can be transformed to the binocular tracking coordinate 

system based on the joint calibration result 𝑇𝑚
𝑏  and the 

𝑇𝑏𝑘
𝑡 = [𝑅𝑏𝑘

𝑡 , 𝑡𝑏𝑘
𝑡 ] calculated at position k using (17). 

In 3D reconstruction with structured multi-line light, the 

object to be measured is illuminated by a criss-cross laser 

pattern consisting of seven lines. This method uses the 

principles of multi-line laser reconstruction and enables the 

simultaneous acquisition of 3D data for all fourteen laser 

lines. For larger objects, as shown in Fig 10, it is essential to 

merge the 3D data reconstructed from different positions in 

order to attain a holistic understanding of the entire object. 

For this purpose, a binocular tracking system is used in front 

of the object to determine the position and orientation of the 

multi-line laser at each location within its field of view. 
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Fig. 10.  Schematic diagram of stitching the tracking system. 

In order to seamlessly stitch together the final multi-line 

laser reconstruction data, the transformation relationships 

between multiple positions of the tracking ball cage within 

the binocular tracking system must be calculated. Starting 

from an initial reference position of the tracking ball, the 

reconstructed data of the subsequent positions are trans-

formed and aligned to the coordinate system of the initial 

tracking ball position. Specifically, the 3D data of the tracking 

ball at the first position (k = 0) in the binocular tracking 

coordinate system serves as a reference frame. 

 

𝑄𝑡0
𝑖 = 𝑅𝑏0

𝑡  𝑄𝑏
𝑖 + 𝑡𝑏0

𝑡 , (𝑖 = 0. . . 𝑛) (18) 

 

The subsequently calculated 𝑄𝑡𝑘
𝑖  is converted to 𝑄𝑡0

𝑖 , with 

𝑄𝑡0
𝑖  as the base, resulting in [𝑅𝑏𝑘

𝑏0 , 𝑡𝑏𝑘
𝑏0]. 

 

min
𝑅𝑏𝑘

𝑏0 ,𝑡𝑏𝑘

𝑏0∑‖𝑅𝑏𝑘
𝑏0  𝑄𝑏𝑘

𝑖 + 𝑡𝑏𝑘
𝑏0 − 𝑄𝑏𝑘

𝑖 ‖
2

𝑚

𝑖=1

 (19) 

 

The conversion relationship 𝑇𝑏𝑘
𝑡 = [𝑅𝑏𝑘

𝑡 , 𝑡𝑏𝑘
𝑡 ] between the 

tracking ball and the binocular tracking system can be 

calculated using (18). Similarly, (19) can be used to calculate 

the conversion relationship [𝑅𝑏𝑘
𝑏0 , 𝑡𝑏𝑘

𝑏0] between the k position 

and the first position of the tracking ball in the tracking 

coordinate system. Furthermore, by using the results of the 

joint calibration 𝑇𝑚
𝑏 , it is possible to integrate the data 

reconstructed by the 3D multi-line laser into a unified 

coordinate system. 

 

{
 
 

 
 𝑃𝑚𝑖

𝑏𝑖 = 𝑇𝑚
𝑏𝑃𝑚 = 𝑅𝑚

𝑏 𝑃𝑚𝑖
+ 𝑡𝑚

𝑏

𝑃𝑏𝑖
𝑡𝑖 = 𝑅𝑏𝑘

𝑡 𝑃𝑚𝑖

𝑏𝑖 + 𝑡𝑏𝑘
𝑡               

𝑃𝑡𝑖
𝑡0 = 𝑅𝑏𝑘

𝑏0𝑃𝑏𝑖
𝑡𝑖 + 𝑡𝑏𝑘

𝑏0               

     (20) 

 

𝑃𝑡𝑘
𝑡0 = 𝑅𝑏𝑘

𝑏0[𝑅𝑏𝑘
𝑡 [𝑅𝑚

𝑏 𝑃𝑚𝑖
+ 𝑡𝑚

𝑏 ] + 𝑡𝑏𝑘
𝑡 ] + 𝑡𝑏𝑘

𝑏0 , (𝑘 = 0. . . 𝑛) 

(21) 

The three-dimensional data acquired from different 

locations are consistently transformed into the coordinate 

system of the initial position of the ball cage using the 

aforementioned method, the joint calibration results, and the 

conversion parameters of the ball cage within the binocular 

tracking system. This facilitates the merging of three-

dimensional multi-line laser data from multiple positions. 

4. JOINT CALIBRATION ACCURACY VERIFICATION 

After performing a joint calibration, the data from the 3D 

reconstruction of the multi-line laser system can be translated 

into the coordinate system of the tracking ball. Finally, the 3D 

reconstruction data of the multi-line laser can be aligned with 

the binocular tracking system, provided that the binocular 

tracking system recognizes and localizes the tracking ball. To 

determine the accuracy of the joint calibration, a standard 

object was captured with the multi-line laser system, and the 

resulting accuracy was evaluated, as shown in Fig. 11. 

b
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Fig. 11.  Accuracy verification of joint calibration. 
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This is because the 3D data 𝑄𝑗(𝑥, 𝑦, 𝑧) (𝑗 = 0. . . 𝑛) of each 

coding point on the cross pole was determined in advance 

using a coordinate measuring machine. The 3D data 

𝑃𝑐
𝑗
(𝑥, 𝑦, 𝑧) (𝑗 = 0. . . 𝑛) of the cross pole was reconstructed 

from several angles using a multi-line laser system. The 3D 

data from multiple angles are shown in Fig. 11(b). At this 

time, the 3D coordinate system is established on the multi-

line laser system. According to the results of the joint 

calibration, the 3D data of the encoded points reconstructed 

by the multi-line laser system are transferred to the coordinate 

system of the binocular tracking system using (22), as shown 

in Fig. 11(c). 

 

𝑃𝑖
𝑡 = 𝑇𝑏𝑖

𝑡  𝑇𝑚
𝑏  𝑃𝑐

𝑗
, (𝑖 = 0. . . 𝑛, 𝑗 = 0. . . 𝑚) (22) 

 

where i is the position reconstructed by the multi-line laser 

system and j is the number of reconstructed 3D points 

𝑃𝑖
𝑡(𝑥, 𝑦, 𝑧). Based on the benchmark 3D points are converted 

to the binocular tracking coordinate system. 

 

{
 

 𝐷𝑖
𝑡 = √(𝑃𝑖,𝑥

𝑡 − 𝑃𝑖+1,𝑥
𝑡 )2 + (𝑃𝑖,𝑦

𝑡 − 𝑃𝑖+1,𝑦
𝑡 )2 + (𝑃𝑖,𝑦

𝑡 − 𝑃𝑖+1,𝑦
𝑡 )2   

𝐷𝑗 = √(𝑄𝑗,𝑥 − 𝑄𝑗+1,𝑥)
2 + (𝑄𝑗,𝑦 −𝑄𝑗+1,𝑦)

2 + (𝑄𝑗,𝑧 − 𝑄𝑗+1,𝑧)
2

 

(23) 

𝑀𝑒𝑎𝑛(𝐸𝑖𝑗) =
1

𝑛 ∗ 𝑚
∑ |𝐷𝑖

𝑡 − 𝐷𝑗|

𝑖=𝑛,𝑗=𝑚

𝑖=0,𝑗=0

 (24) 

 

Finally, the distance difference between the 3D points is 

calculated in accordance with (24) to serve as an accuracy 

metric for evaluating the joint calibration. 

5. EXPERIMENT 

The experimental phase of the tracking system includes 

several key procedures, including the calibration of the 

binocular tracking system, the joint calibration of the multi-

line laser system and the tracking ball, the three-dimensional 

reconstruction of the multi-line laser, and the integration of 

the three-dimensional data by the binocular tracking system. 

Calibration of the binocular tracking system primarily 

involves adjusting the internal and external camera 

parameters. This involves positioning a cross pole at various 

points in the camera's field of view, capturing synchronized 

images of the pole and then using specialized image 

processing algorithms to precisely determine the center 

coordinates and coding values of multiple markers on the 

pole. An optimization method for multi-position adjustment 

is then implemented to complete the calibration of the 

binocular tracking system using the collected data. 

The goal of the simultaneous calibration of the multi-line 

laser system and the tracking ball is to create a transformation 

matrix that facilitates the alignment of the laser system's 

coordinates with a coordinate system delineated by the 

tracking ball's cage. The final calibration precision is 

evaluated by using cross poles as verification objects. By 

reconstructing these cross poles using the data from all 

previous calibrations, their dimensions can be compared with 

empirical measurements. Ultimately, the goal is to seamlessly 

integrate the 3D data reconstructed by the multi-line laser 

system into a singular coordinate system by merging the 3D 

data splicing technique with the binocular tracking system. 

This integration enables a holistic 3D reconstruction of the 

entire object. 

A. Calibration of the binocular tracking system 

The hardware components of the binocular tracking system 

essentially consist of two industrial cameras, two industrial 

lenses, adjustable LED lights for brightness control, and 

a cross pole. The most important specifications are listed in 

Table 1. In terms of image data capture, the controller shown 

in Fig. 3 regulates the LED light emission and synchronizes 

the camera captures. By using reflective coding points, the 

synchronized control of LED light projection onto these 

points during image capture ensures the precise retrieval of 

coding point data. 

Table 1.  Binocular hardware parameters. 

Camera   Cross pole  

Resolution [pixel2] 2248×2048 Size [mm2] 1200×1200  

Focal length [mm] 8 Coded point number 16 

Frame rate [s-1] 90 Coded point size [mm2] 80×80  

Field range [mm] 3000~4000   

Distance [mm] 2000~3000   

L1=718.322mm

L2=717.699mm

 
(a) 

 
(b) 

Fig. 12. (a) Cross pole; (b) Three-dimensional coordinates and 

encoded values of points on the cross pole. 
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During the calibration process of a binocular tracking 

system, it is important to accurately obtain the 3D coordinates 

and corresponding encoded values of each point on the cross 

pole. The 3D coordinates of each center point on the cross 

pole target are pre-measured with high precision using 

a coordinate measuring machine (CMM). The 3D coordinates 

and encoded values of all encoded points on the cross pole 

are shown in Fig. 12(b). During the calibration process of the 

binocular tracking system, the cross pole is positioned in the 

cameras' field of view. Then, the left and right cameras 

simultaneously capture images of the cross pole at different 

positions. Using a encoded point detection algorithm, we 

identify the two-dimensional coordinates of each encoded 

point's center as well as their corresponding encoded values. 

The results of this detection on the cross pole are shown in 

Fig. 13. After obtaining images of all cross poles, we 

calculate the internal and external parameters of the binocular 

camera, the distortion parameters, and the transformation 

matrix [R, T] from the right camera's perspective to that of the 

left camera using a binocular calibration algorithm described 

in Chapter 2. The calibration results of the binocular tracking 

system are shown in Table 2. When the binocular tracking 

system calibration is completed, it is essential to perform 

accuracy  tests  to assess its performance quality. As shown 

in  Fig. 12(a),  the  exact  distances  between L1 and L2 on 

the  cross  pole target were  pre-measured prior to calibration. 

Then, the cross pole was positioned at different locations 

within the test field of view and the images of the target were 

captured accordingly. Using the results of the binocular 

camera calibration and a binocular stereo vision 

reconstruction algorithm, the 3D coordinates were 

reconstructed for all encoded points. The reconstructed 

distance values for these points were then compared to their 

actual counterparts, revealing the error metrics associated 

with these distance reconstructions. For verification, 16 sets 

of images were acquired. The resulting error graph is shown 

in Fig. 14, indicating an average error of 0.0214 mm for the 

L1 distance and an average error of 0.0233 mm for the L2 

distance. 

 

Fig. 13.  The results of left and right image coding point detection. 

Table 2.  Calibration parameters results. 

Intrinsic and distortion parameter External parameter  

𝐶𝑙𝑒𝑓𝑡   = [
3667.05796  0.0000594             1315.3227       

0    3667.57804             910.788437
0    0                 1        

 ]

 
𝐶𝑟𝑖𝑔ℎ𝑡 = [

3672.2510  –0.0001125       1335.044848   
0        3672.77186                 908.559738
0   0                      1          

    ] 

𝐷𝑙𝑒𝑓𝑡   = [−0.0837    0.37011 0.002683 0.000038 0.0025     ] 

𝐷𝑟𝑖𝑔ℎ𝑡 = [   0.0752 −0.21367 0.001970 0.000041 0.000361] 

𝑅 = [
0.9685 –0.0441    –0.24486     
0.0456 0.99895  0.000594
 0.2445  –0.01176   0.96955 

] 

𝑇 =  [526.39 9.781 46.10] 

 

 

Fig. 14.  Calibration error. 
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B. Joint calibration of the multi-line laser and the tracking 

ball 

The calibration procedure for the multi-line laser system 

and the tracking ball requires the establishment of 

a transformation relationship between their coordinate 

systems. Before starting the joint calibration, it is essential to 

determine the three-dimensional coordinates of all reflective 

markers adorning the tracking ball cage and to mark these 

points on its surface. The tracking ball cage is located on 

a planar surface encircled by coded marking points, as shown 

in Fig. 15. A single lens reflex camera is used to capture 

multi-faceted images from different angles surrounding the 

tracking ball, and photogrammetry algorithms are used to 

derive three-dimensional coordinates for each marker point. 

Fig. 16(b) shows the reconstructed three-dimensional 

coordinates obtained by tracing all reflected markers on the 

ball cage. 

 

Fig. 15.  The images of the ball cage were captured from various 

perspectives. 

 
                        (a)                                              (b) 

Fig. 16.  (a) Effect of coding point recognition, (b) 3D coordinates 

of all reflecting points on the ball cage. 

After acquiring the 3D coordinates of all reflective points 

on the tracking ball cage, the coordinate origin is set to 

a reflective marker point. The alignment of the binocular 

tracking system, the multi-line laser system and the cross pole 

within the same field of view is of utmost importance during 

the joint calibration process of the multi-line laser system and 

the tracking ball cage, as shown in Fig. 17. First, the multi-

line laser system captures an image of the cross pole to 

determine its three-dimensional coordinates. A transforma-

tion matrix is then calculated from the cross pole coordinate 

system to the multi-line laser system. The binocular tracking 

system then captures an image of the cross pole and calculates 

its corresponding three-dimensional coordinates in its own 

coordinate system, establishing a conversion relationship 

between them. At the same time, the images captured by the 

binocular tracking systems can be sued to establish a 

correlation between the ball cage and the tracking systems. 

 

Fig. 17.  Multi-line laser and tracking ball cage joint calibration. 

The 3D points  𝑃𝑐(𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖) of the cross pole in its own 

coordinate system as well as the reconstructed points 

𝑃𝑚(𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖),  𝑃𝑏(𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖), are shown in Fig. 18 with both 

the multi-line laser system and the binocular tracking system. 

The conversion matrix 𝑇𝑐
𝑚1  rom the cross pole to the multi-

line laser system is calculated using (14), which also 

determines the matrix 𝑇𝑐
𝑚𝑖 at the ith position after the trans-

formation of the multi-line laser position. At the same time, 

the conversion matrix 𝑇𝑐
𝑡 from the cross pole to the binocular 

tracking system is determined. When establishing the 

conversion relationship between the cross pole and the multi-

line laser system, the binocular tracking system is used to 

reconstruct the three-dimensional coordinates of the tracking 

ball cage at the same time. This enables the calculation of the 

conversion relationship between the tracking ball cage and 

the binocular tracking system. As shown in Fig. 19, one can 

determine the value of 𝑇𝑏
𝑡1 at the initial position and 𝑇𝑏

𝑡𝑖 at the 

ith position. Then, using (15), (16), and (17) and the conjugate 

gradient method, the transforma-tion matrix 𝑇𝑚
𝑏   that converts 

the coordinate system of the multi-line laser system to the 

tracking ball coordinate system is calculated. The inter-

mediate results of the joint calibration process and the final 

transformation relationship matrix 𝑇𝑚
𝑏  are shown in Table 3. 

After the aforementioned steps, a total of 10 data positions for 

the multi-line laser system can be changed to complete a joint 

calibration. The entire calibration process can be completed 

in a time frame of 2 minutes. 
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Fig. 18.  The 3D data and the transformation relationship of the cross pole within the multi-line laser system and the binocular tracking 

system. 
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Fig. 19.  The conversion relationship between the tracking ball cage and the binocular tracking system. 
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Table 3.  The intermediate and final results of joint calibration.  

 

C. Comparison of joint calibration accuracy 

The iterative conjugate matrix optimization method 

proposed in this paper, in combination with traditional planar 

target calibration methods, enables a comparative analysis of 

calibration accuracy and 3D reconstruction accuracy after 

joint calibration. The calibration accuracy comparison is 

achieved by reconstructing the same reference target and 

evaluating the errors. The 3D reconstruction accuracy 

comparison is achieved by reconstructing standard ball and 

analyzing the ball center distance and diameter errors. 

As shown in Fig. 20, two different joint calibration 

methods were used to complete the calibration of multi-line 

lasers to the tracking ball cage. Then, based on the calibration 

results, a binocular stereo reconstruction method was used to 

perform 3D reconstruction of the circle centers on the cross 

pole. The hardware parameters and environmental parameters 

for calibration and reconstruction are listed in Table 4. The 

cross pole was placed at different positions within the field of 

view, and the encoded circle centers were extracted to 

reconstruct their 3D coordinates. Finally, the coordinates 

were transformed into the binocular tracking coordinate 

system  using  the  joint  calibration  results according to (33) 

and the post-transformation errors were calculated using (35). 

A total of 16 datasets were collected, as shown in Fig. 21. The 

average error of the proposed method for these 16 datasets 

was 0.0214 and the standard deviation was 0.0064, while the 

traditional plate-based calibration error was 0.2324 and the 

standard deviation was 0.1104. This shows that the proposed 

algorithm significantly improves calibration accuracy. 

 

    

                            (a)                                               (b)       

Fig. 20.  Schematic diagram of the joint calibration comparison, 

(a) Joint calibration based on a flat plate; (b) Joint calibration based 

on a cross pole. 

 
Table 4.  Comparison test parameters for joint calibration. 

 

𝑇𝑐
𝑡 = [

  0.915432  0.068235  0.396645 –238.572   
–0.134755  0.980606  0.142311 –313.702   
  0.379242  0.183726 –0.906874 2354.21     

0 0 0 1

] 

𝑇𝑐
𝑚1 = [

0.913486 –0.134567 –0.234568  –137.654   
0.167536    0.936780   0.223134 –151.456 
0.23786  –0.34278   0.945893     795.234  

0 0 0 1

] 𝑇𝑏
𝑡1 = [

  0.871258 –0.18524    0.16452    –782.452   
  0.245785  0.752896 0.32587    –875.745  
–0.35287   –0.357482 0.924752 –1514.457  

0 0 0 1

]  

              …                                                                                                   …             

𝑇𝑐
𝑚1 = [

0.92584 –0.14025  –0.22547     –129.145   
0.17258   0.94253   0.202452 –171.528 
0.22578 –0.362584 0.92458    810.452 

0 0 0 1

] 𝑇𝑏
𝑡1 = [

0.972245  –0.132809 0.192618  –415.108   
0.0291214  0.885565 0.463602  –921.649  

–0.232146     –0.445125 0.864854 –1421.11    
0 0 0 1

] 

𝑇𝑏
𝑚 = [

   0.986325 –0.11425     0.11475  120.1425   
0.24758  0.975425 0.45728 35.1425 

–0.15368   –0.24758    0.99442 150.140      
0 0 0 1

] 

 The method in this paper Traditional methods 

Calibrated object Cross pole Planar calibration board 

Field of view 3000 mm × 4000 mm  

Depth of field range  800 mm × 1000 mm 

Object test Cross pole 

Camera – resolution 

Camera – focal length   

2448 × 2048 

8 mm 

Calibration results 𝑇𝑏
𝑚 = [

0.97234 –0.08187   0.14523    121.0832   
0.30983  0.985320 0.40284   34.8239 

–0.14239  –0.26812   0.988123 149.8234  
0 0 0 1

] 𝑇𝑏
𝑚 = [

0.97234 –0.08187   0.14523    121.0832   
0.30983  0.985320 0.40284   34.8239 

–0.14239  –0.26812  0.988123 149.8234  
0 0 0 1

] 
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Fig. 21.  Comparison of joint calibration accuracy. 

D. Comparison of the reconstruction accuracy of joint 

calibration 

The accurate conversion of the 3D data generated by the 

multi-line laser system into the binocular tracking system is 

a crucial step in successfully stitching multi-view 3D data 

from the laser system. Throughout this process, we adhere to 

scientific and precise operating principles to ensure the 

accuracy and effectiveness of the data conversion. To ensure 

the overall system's precision, a reconstructed standard ball is 

used as a verification tool in this article. By comparing the 

multi-position joint optimization method using cross-posts 

with traditional plane target-based methods, we aim to 

demonstrate the superiority of our proposed algorithm in 

a rigorous and robust analytical framework. As shown in 

Fig. 22,  the  exact  distance  between  the two  ball centers is 

Di = 300.0015 mm, while the diameters of balls A and B are 

DA = 60.0024 mm and DB = 60.0031 mm, respectively. 

Positioned within the test field of view is the three-

dimensional reconstruction created through a multi-line laser 

tracking system, as shown in Fig. 23. By using the calibration 

method presented in this article and then comparing the 

reconstructed results with those obtained using conventional 

planar target calibration methods, the performance of both 

methods is evaluated during the reconstruction process. After 

performing numerous precise scans, the point cloud data for 

the standard ball was obtained. Based on this data, we apply 

a scientific approach to three-dimensional coordinate fitting 

to determine the precise location of the spherical center. We 

then calculate the distance between the centers of the two 

balls and their diameters. We then compare these measu-

rements with the preset standard values to determine the final 

accuracy. Table 5 and Fig. 24 provide a detailed breakdown 

of the final accuracy statistics. 

 

Fig. 22.  Standard ball. 

 

Table 5.  Comparison of precision between the calibration algorithm proposed in this article and the traditional flat-plate calibration 

algorithm. 

Number Calibration algorithm of this paper (Method 1) Calibration algorithm of traditional plate calibration (Method 2) 

 Di DA DB Di DA DB 

1 300.0456 60.0247 60.0182 300.1547 60.0628 60.0978 

2 300.0578 60.0341 60.0138 300.1236 60.1174 60.1147 

3 300.0372 60.0297 60.0142 300.0412 60.1524 60.1340 

4 300.0424 60.0225 60.0150 300.0824 60.0925 60.0941 

5 300.0447 60.0279 60.0118 300.1471 60.0817 60.1119 

6 300.0481 60.0248 60.0171 300.0758 60.1247 60.1477 

7 300.0525 60.0121 60.0121 300.110 60.0852 60.0701 

8 300.0473 60.0195 60.0177 300.0914 60.1264 60.1517 

Mean error      0.0454   0.0220   0.0306     0.1593   0.1030   0.1121 

   Note: (Distance of ball center Di = 300.0015 mm，Diameter of DA = 60.0024, Diameter of DB = 60.0031), ±0.0002 mm 

 



MEASUREMENT SCIENCE REVIEW, 25, (2025), No. 5, 229-247 

243 

-100

-50

0

50

100

-100

-50

0

50

100
-460

-440

-420

-400

-380

-360

-340

X/mmY/mm

Y
/m

m

 

Fig. 23.  Standard ball reconstruction process based on the tracking system. 
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Fig. 24.  Error plots for both methods. 
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A detailed examination of the test data presented in 

Table 5, which shows the center distance of the standard ball 

and the diameters of the two balls, reveals that the calibration 

method described in this article has considerable precision. 

The statistical results show that the average accuracy of the 

center distance and diameters obtained with this method is 

0.045 mm, 0.022 mm, and 0.0306 mm, respectively. The 

standard deviations are 0.0062, 0.0067 and 0.0074, 

respectively. These figures compare well with the traditional 

plate calibration method, which achieves a final precision of 

0.1593 mm, 0.1030 mm, and 0.1121 mm. The standard 

deviations are 0.0471, 0.0296, and 0.0281, respectively. The 

proposed calibration method significantly improves the 

precision of the 3D reconstruction. To achieve this high level 

of precision, a user-friendly calibration image acquisition 

procedure was developed. By using a cross pole, calibration 

images can be captured efficiently at different positions. This 

method not only streamlines the calibration process, but also 

significantly increases its precision. Using the accurate 

calibration results, a binocular tracking system is used to 

perform 3D reconstruction of multiple objects. Throughout 

the comprehensive 3D reconstruction process, the calibration 

results are used to ensure the precision of the reconstructed 

data. Through the binocular tracking system, every little 

detail of the objects is successfully captured, resulting in 

high-precision 3D reconstructions.  

Based on the joint calibration results, the tracking system 

was used to perform 3D reconstruction of objects in a test 

field of 1.5 m×2 m. Two automotive components and a high-

voltage cable were separately subjected to 3D reconstruction, 

which provided corresponding reconstructed point cloud 

data. A segment of the reconstruction results can be seen in 

Fig. 25. It can be seen from the figure that the reconstructed 

objects have a realistic shape and high level of detail, which 

underlines the superiority of the proposed calibration method 

and 3D reconstruction technology. 

 

Fig. 25.  Other objects are reconstructed based on a multi-line laser 

tracking system. 

6. CONCLUSION 

In this paper, a 3D reconstruction method based on 

binocular tracking is presented to facilitate the stitching of 

unmarked points in multi-line laser technology. The proposed 

methodology integrates the binocular tracking system with 

the multi-line laser system to achieve three-dimensional 

reconstruction. To ensure accurate and efficient joint 

calibration of the multi-line laser system and the tracking ball 

cage, a calibration methodology based on the iterative 

optimization of the conjugate gradient is presented in this 

study. First, a precise calibration of the internal and external 

parameters of the binocular tracking system is performed, 

followed by the calculation of the positional and pose 

conversion relationship between the binocular tracking 

system and the cross pole, as well as between the multi-line 

laser system and the cross pole. The transformation matrix 

between the multi-line laser system and the tracking ball cage 

is determined based on positional and pose data acquired at 

different positions. Thus, high-precision joint calibration is 

achieved by an iterative optimization approach based on the 

conjugate gradient method. Compared to the traditional 

planar calibration plate technology, the proposed method 

significantly improves the calibration accuracy while 

effectively optimizing the overall reconstruction accuracy. 

Experimental results indicate that the reconstruction accuracy 

of conventional joint calibration methods is about 0.1 mm, 

while the method proposed here can increase it to about 

0.02 mm. The approach described in this paper provides 

robust technical support for the splicing of unmarked points 

while accurately reconstructing objects in three dimensions. 

Moreover, the proposed joint calibration technique not only 

improves the calibration accuracy but also streamlines the 

process, thus increasing the overall usability of the system. 

The aforementioned advantages make the method highly 

promising for widespread application in the fields of 

industrial automation and machine vision. 
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APPENDIX 

The self-checking beam correction method is based on the 

core principle of linearizing the collinear equation for each 

image point and formulating an error equation, where the 

unknown is the correction variable. Once all image sequences 

have generated their respective error equations, they are 

normalized to generate normal equations. These equations 

were then merged to create a comprehensive set that is valid 

for the entire imaging network. An iterative non-linear least 

squares approach is then used to solve these normal equations 

until the correction approaches zero. The optimal solution for 

this variable was represented by the sum of the initial values 

and the corrections. After determining the objective function 

for the adjustment optimization in the self-checking 

calibration beam method, Taylor's formula is applied to 

linearize the collinear (A3). This leads to the following 

consequences: 

𝑢 = (𝑢) +
𝜕𝑢

𝜕𝑓𝑢
𝑑𝑓𝑢 +

𝜕𝑢
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𝑑𝑓𝑣 +
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𝜕𝜑
𝑑𝜑 +

𝜕𝑣

𝜕𝑘
𝑑𝑘 +

𝜕𝑣

𝜕𝑡𝑥
𝑑𝑡𝑥 +

𝜕𝑣

𝜕𝑡𝑦
𝑑𝑡𝑦 +

𝜕𝑣

𝜕𝑡𝑧
𝑑𝑡𝑧 +

𝜕𝑣

𝜕𝑋
𝑑𝑋 +

𝜕𝑣

𝜕𝑌
𝑑𝑌 +

𝜕𝑣

𝜕𝑍
𝑑𝑍 = (𝑣) + 𝑑𝑣 

 

 

The observed value (𝑢, 𝑣) obtained from the image contains errors. Therefore, it is necessary to include the corresponding 

correction factors (𝑣𝑢 , 𝑣𝑣). By applying the equation observed value + observed correction = approximate value + approximate 

correction, we can derive: 

 

        𝑢 + 𝑣𝑢 = (𝑢) + 𝑑𝑢          

𝑣 + 𝑣𝑣 = (𝑣) + 𝑑𝑣 
(A2) 

 

The substitution of (A1) into (A2) results in:  

 

𝑣𝑢 =
𝜕𝑢

𝜕𝑓𝑢
𝑑𝑓𝑢 +

𝜕𝑢

𝜕𝑓𝑣
𝑑𝑓𝑣 +

𝜕𝑢

𝜕𝑢0
𝑑𝑢0 +

𝜕𝑢

𝜕𝑣0
𝑑𝑣0 +

𝜕𝑢

𝜕𝑘1
𝑑𝑘1 +

𝜕𝑢

𝜕𝑘2
𝑑𝑘2 +

𝜕𝑢

𝜕𝑘3
𝑑𝑘3 +

𝜕𝑢

𝜕𝑝1
𝑑𝑝1 +

𝜕𝑢

𝜕𝑝2
𝑑𝑝2 +

𝜕𝑢

𝜕𝑏1
𝑑𝑏1 

     +
𝜕𝑢

𝜕𝑏2
𝑑𝑏2 +

𝜕𝑢

𝜕𝜔
𝑑𝜔 +

𝜕𝑢

𝜕𝜑
𝑑𝜑 +

𝜕𝑢

𝜕𝑘
𝑑𝑘 +

𝜕𝑢

𝜕𝑡𝑥
𝑑𝑡𝑥 +

𝜕𝑢

𝜕𝑡𝑦
𝑑𝑡𝑦 +

𝜕𝑢

𝜕𝑡𝑧
𝑑𝑡𝑧 +

𝜕𝑢

𝜕𝑋
𝑑𝑋 +

𝜕𝑢

𝜕𝑌
𝑑𝑌 +

𝜕𝑢

𝜕𝑍
𝑑𝑍 + (𝑢) − 𝑢 

 

𝑣𝑣 =
𝜕𝑣

𝜕𝑓𝑢
𝑑𝑓𝑢 +

𝜕𝑣

𝜕𝑓𝑣
𝑑𝑓𝑣 +

𝜕𝑣

𝜕𝑢0
𝑑𝑢0 +

𝜕𝑣

𝜕𝑣0
𝑑𝑣0 +

𝜕𝑣

𝜕𝑘1
𝑑𝑘1 +

𝜕𝑣

𝜕𝑘2
𝑑𝑘2 +

𝜕𝑣

𝜕𝑘3
𝑑𝑘3 +

𝜕𝑣

𝜕𝑝1
𝑑𝑝1 +

𝜕𝑣

𝜕𝑝2
𝑑𝑝2 +

𝜕𝑣

𝜕𝑏1
𝑑𝑏1 

     +
𝜕𝑣

𝜕𝑏2
𝑑𝑏2 +

𝜕𝑣

𝜕𝜔
𝑑𝜔 +

𝜕𝑣

𝜕𝜑
𝑑𝜑 +

𝜕𝑣

𝜕𝑘
𝑑𝑘 +

𝜕𝑣

𝜕𝑡𝑥
𝑑𝑡𝑥 +

𝜕𝑣

𝜕𝑡𝑦
𝑑𝑡𝑦 +

𝜕𝑣

𝜕𝑡𝑧
𝑑𝑡𝑧 +

𝜕𝑣

𝜕𝑋
𝑑𝑋 +

𝜕𝑣

𝜕𝑌
𝑑𝑌 +

𝜕𝑣

𝜕𝑍
𝑑𝑍 + (𝑣) − 𝑣 

 

(A3) 

 

The reciprocal term in (A3) should be set to: 

 

𝐵 =

[
 
 
 
 
𝜕𝑢

𝜕𝑓𝑢

𝜕𝑢

𝜕𝑓𝑣

𝜕𝑢

𝜕𝑢0

𝜕𝑢

𝜕𝑣0

𝜕𝑢

𝜕𝑘1

𝜕𝑢

𝜕𝑘2

𝜕𝑢

𝜕𝑘3

𝜕𝑢

𝜕𝑝1

𝜕𝑢

𝜕𝑝2
𝜕𝑣

𝜕𝑓𝑢

𝜕𝑣

𝜕𝑓𝑣

𝜕𝑣

𝜕𝑢0

𝜕𝑣

𝜕𝑣0

𝜕𝑣

𝜕𝑘1

𝜕𝑣

𝜕𝑘2

𝜕𝑣

𝜕𝑘3

𝜕𝑣

𝜕𝑝1

𝜕𝑣

𝜕𝑝2

     

𝜕𝑢

𝜕𝑏1

𝜕𝑢

𝜕𝑏2

𝜕𝑢

𝜕𝜔

𝜕𝑢

𝜕𝜑

𝜕𝑢

𝜕𝜅

𝜕𝑢

𝜕𝑡𝑥

𝜕𝑢

𝜕𝑡𝑦

𝜕𝑢

𝜕𝑡𝑧
   
𝜕𝑢

𝜕𝑋
   
𝜕𝑢

𝜕𝑌
   
𝜕𝑢

𝜕𝑍

𝜕𝑣

𝜕𝑏1

𝜕𝑣

𝜕𝑏2

𝜕𝑣

𝜕𝜔

𝜕𝑣

𝜕𝜑

𝜕𝑣

𝜕𝜅

𝜕𝑣

𝜕𝑡𝑥

𝜕𝑣

𝜕𝑡𝑦

𝜕𝑣

𝜕𝑡𝑧
   
𝜕𝑣

𝜕𝑋
   
𝜕𝑣

𝜕𝑌
   
𝜕𝑣

𝜕𝑍

    

]
 
 
 
 

  

 (A4) 

 

𝛿𝑝1 = [𝛥𝑓𝑢 𝛥𝑓𝑣 𝛥𝑢0 𝛥𝑣0 𝛥𝑘1 𝛥𝑘2 𝛥𝑘3 𝛥𝑝1 𝛥𝑝2]  

𝛿𝑝2 = [𝛥𝑏1 𝛥𝑏2 𝛥𝜔 𝛥𝜑 𝛥𝜅 𝛥𝑡𝑥 𝛥𝑡𝑦 𝛥𝑡𝑧] 

𝛿𝑝  =  [𝑋1 𝑋2]
𝑇  

𝛿𝑡   =  [𝛥𝑋 𝛥𝑌 𝛥𝑍]𝑇 

(A5) 
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𝐿 = [
𝑢 − (𝑓𝑢

𝑟1𝑋 + 𝑟2𝑌 + 𝑟3𝑍 + 𝑡𝑥

𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧
+ 𝑢0 − 𝑓𝑢𝛥𝑥)

𝑣 − (𝑓𝑣
𝑟4𝑋 + 𝑟5𝑌 + 𝑟6𝑍 + 𝑡𝑦

𝑟7𝑋 + 𝑟8𝑌 + 𝑟9𝑍 + 𝑡𝑧
+ 𝑣0 − 𝑓𝑣𝛥𝑦)

] (A6) 

 

The error equation can be presented in matrix form, based 

on (A4), (A5), and (A6). 
 

𝑉 = [𝐵 𝐶]  × [
𝛿𝑝
𝛿𝑡
] − 𝐿 (A7) 

 

The 𝐵  matrix represents the partial derivatives of the 

image points with respect to the parameters both inside and 

outside the camera, while the 𝐶 matrix represents the partial 

derivatives of the image points with respect to three-

dimensional points in space. The 𝛿𝑝  matrix denotes the 

corrections for parameters both inside and outside the camera, 

while the 𝛿𝑡  matrix denoted the corrections for three-

dimensional points in space. Finally, the 𝐿 matrix represents 

the observed value vector. Each matrix takes a specific 

concrete form. 

Referring to the error equation and applying the principle 

of least squares, we can derive a formula for the projection of 

a three-dimensional point onto an image in space as follows: 

 

[𝐵
𝑇𝐵 𝐵𝑇𝐶
𝐶𝑇𝐵 𝐶𝑇𝐶

]  × [
𝛿𝑝
𝛿𝑡
]  −  [𝐵

𝑇𝐿
𝐶𝑇𝐿

] = 0 (A8) 

 

The problem of optimizing the adjustment in the self-

checking calibration beam method is converted into a system 

of equations, namely the solution of (A8). The correction 

values 𝛿𝑝 and 𝛿𝑡 were determined iteratively, updating the 

corresponding parameters to be optimized in each cycle. The 

iteration was continued until the number of corrections fell 

below a predefined threshold value. The obtained optimal 

solution represents the internal parameters of the binocular 

camera, while the external parameters can be calculated based 

on multiple positions by optimizing [R, T] from the right 

camera to the left camera. In this manner, the calibration of 

the binocular tracking system was successfully performed. 
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