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Acquired Knowledge and Bias Susceptibility: 
Mindware Automatization Measured with a Two-Response Paradigm 
and Its Relationship with Conflict Detection
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According to a recent model of mindware automatization, the extent to which the mindware is automa-
tized should play a crucial role in preventing cognitive biases, as it should lead to very easy detection of 
a conflict between a misleading intuition and the logical structure of a situation. To examine the model 
in the present study, mindware automatization was measured as intuitive accuracy in neutral tasks com-
monly used as a measure of mindware instantiation. Participants also solved two types of conflict reason-
ing tasks, with response time and confidence used as measures of conflict detection. The results indeed 
showed the relationship of mindware automatization and most of the conflict detection measures with 
reasoning accuracy; however, mindware automatization was not related to conflict detection measures, 
except in one of the detection indices. Mindware automatization also emerged as a significant predictor of 
reasoning accuracy but lost its predictive power when other variables were added to the model. Overall, 
the results provide little support for the mindware automatization model. However, whether the relation-
ship between the measures is linear and whether conflict detection is even necessary if the mindware is 
automatized remain open questions.
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Introduction

Since the early studies of Kahneman and Tver-
sky (1972, 1973; Tversky & Kahneman, 1974, 

1983) it became evident that people often 
fall for cognitive biases in situations that in-
duce compelling, intuitive conclusions. The 
most common explanation of these biases 
(e.g., Kahneman, 2011) is overreliance on 
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the quick, autonomous, heuristic-based type 
1 processes, instead of slow, deliberate, and 
logic-based type 2 processes. 

As De Neys and Bonnefon (2013) sum it 
up, there are three possible failures that can 
lead to such biases – mindware, detection, 
and inhibition failures. Mindware represents 
the knowledge structures needed to solve a 
problem – people cannot solve logical syllo-
gisms if they lack knowledge of formal logic 
(Stanovich, 2018). It allows them to detect the 
conflict between compelling Type 1 response 
and logical principles of the tasks and to inhib-
it the Type 1 response.

As Stanovich (2018) points out, very little 
attention is drawn to the interaction of these 
elements. This led the author to come up with 
his mindware automatization model1 (Figure 
1). To put it simply, if mindware is missing, the 
conflict detection is not possible, as there are 
no instantiated rules to interfere with the au-
tomatic type 1 response. If mindware is pres-
ent, conflict detection is at least possible and 
can lead to overriding intuition. Once mind-
ware is fully automatized, it has become a 
part of type 1 processes, and can be triggered 
autonomously. Stanovich (2018) proposes  
that people with automatized mindware 
should be able to detect the conflict very eas-
ily and even to generate logically correct type 
1 responses.

1 In this paper, the terms mindware automatization and 
mindware instantiation are used separately. I refer to 
mindware instantiation as the extent to which mindwa-
re is adopted, in line with previous research (e.g., Burič 
& Konrádová, 2021; Burič & Šrol, 2020; Šrol & De Neys, 
2020). Mindware automatization is referred to as the “fi-
nal stage” of mindware adoption, meaning the mindwa-
re is acquired to such extent that it is fully automatized. 
Even though the automatized mindware can be perceived 
as extremely instantiated, they are qualitatively different. 
The distinction between the two is that if mindware is 
to be considered automatized, it needs to be learned to 
the extent it is a part of type 1 processes and thus can be 
channeled autonomously, without drawing upon working 
memory resources. 

The main aim of this paper is to examine 
Stanovich’s hypothesis, which directly pro-
poses that the better mindware is instantiat-
ed or even automatized, the more likely it will 
lead to conflict detection. Some of the recent 
studies have already shown that mindware 
predicts bias susceptibility (Burič & Šrol, 2020; 
Klaczynski, 2014; Klaczynski & Felmban, 2020) 
and conflict detection (Frey et al., 2018; Šrol 
& De Neys, 2020), however, none of these 
studies measured the extent to which mind-
ware is automatized. 

Even though Stanovich (2018) states that 
conflict detection should be very easy in 
cases when mindware is automatized, there 
are also contradictory proposals. The hybrid 
model of dual processes of Bago and De Neys 
(2017) postulates that reasoners generate 
two types of intuitive type 1 response – the 
heuristic type 1 response, and the type 1 re-
sponse based on stored mindware. Whether 
participants provide logically correct intuitive 
response depends on the intensities of both 
intuitions. If their relative difference is high, 
meaning the logical type 1 response is much 
more intense, participants provide logical-
ly correct type 1 response. However, if the 
mindware is fully automatized and the logi-
cal type 1 response is so dominant that the 
participants provide logically correct intuitive 
response, the question arises whether there 
is any interference with heuristic type 1 re-
sponse at all and thus whether conflict detec-
tion even takes place. 

The present study has two goals. The main 
one is to test Stanovich՚s (2018) claim about 
the relationship between mindware autom-
atization and conflict detection. Despite my 
argument above, I hypothesize that partici-
pants with better automatized mindware will 
be better at detecting the conflict in conflict 
tasks. Also, mindware automatization should 
be a stronger predictor of performance in all 
reasoning tasks than the final mindware ac-
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curacy and the time needed to answer as two 
separate variables. The secondary goal is to 
examine the intuitive accuracy of neutral task 
as a measure of mindware automatization. I 
want to achieve this by using a two-response 
paradigm, which is commonly used to sepa-
rate type 1 and type 2 responses. 

Method

Pre-registration for this study is available at 
https://osf.io/zgdnk

Participants and Data Collection

The data were collected through an online 
survey hosted on Qualtrics. Participants 
were recruited by an external research agen-
cy in accordance with predetermined crite-
ria.

To determine the sample size, I applied a 
priori power analysis for linear regression us-
ing the G*Power 3.1.9 software (Faul et al., 

2007). The analysis was conducted using an 
alpha of 0.05, a power of 0.80, and an f2 of 
0.10, suggesting a sample size of 200 partic-
ipants. 

Overall, data were collected from 277 par-
ticipants. After excluding those who did not 
finish the whole survey or who responded 
incorrectly to the control questions, 196 par-
ticipants remained (100 female, 96 male, age:  
M = 48.67, SD = 15.93), 34.7% of whom re-
ported having at least some college or a uni-
versity degree and 64.3% reported having fin-
ished a high school education. 

Materials

Conflict and no-conflict tasks manipulation. 
All the participants solved the conflict and 
no-conflict tasks of each reasoning problem 
type – syllogistic problems and base-rate ne-
glect problems. Due to a technical error, con-
junction fallacy problems were dropped from 
the analyses.
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In the conflict versions, the problems them-
selves cue an intuitive response that conflicts 
with the logical structure of the task; there-
fore, it is incorrect. In the no-conflict versions, 
the intuitive answer is also the logically cor-
rect one (see Supplementary material). These 
two types of problems were used to show to 
what extent participants fell to the cognitive 
biases and subsequently used to compute the 
conflict detection indices that were used in 
the following analyses.

Syllogistic reasoning problems: Partici-
pants were presented with two premises 
and a conclusion and were asked to decide 
whether the conclusion logically follows from 
the premises. I used four conflict and four 
no-conflict items used in previous studies 
(Bago & De Neys, 2017; Burič & Šrol, 2020; 
De Neys et al., 2010), based on work of Sá et 
al. (1999) and Markovits and Nantel, 1989. 
These items were shown to reliably cue 
heuristic-based intuitive response and to 
be related to multiple other measures such 
as cognitive reflection, analytic and intuitive 
thinking dispositions, or cognitive capacity 
(Burič & Šrol, 2020; Klaczynski, 2014; Šrol & 
De Neys, 2020; Thompson & Johnson, 2014; 
Toplak et al., 2011). This points to conflict syl-
logisms to be a valid measurement of belief 
bias. Believability of the conclusion in these 
conflict syllogisms conflicts with its logical va-
lidity. The no-conflict syllogisms are as simi-
lar as possible in their content to the conflict 
ones, but the logical validity of the conclusion 
is in line with its believability. The four con-
flict items showed relatively good reliability 
(ω = .75).

Base-rate neglect problems: Participants 
were presented with two pieces of informa-
tion about an individual who was randomly 
drawn from a sample that consisted of two 
groups (e.g., lawyers and dustmen). Partici-
pants were then given a single stereotypical 
trait pertaining to the individual, which cued 

one of the groups (“Person ‘A’ is rich”). Final-
ly, they were given a proportion of the two 
groups in the original sample (“There are 995 
dustmen and 5 lawyers”). The task was to 
decide to which group the imaginary person 
more likely belongs to. Again, I used four con-
flict and four no-conflict items from previous 
studies (Bago & De Neys, 2017; Burič & Šrol, 
2020). The four no-conflict problems con-
tained base-rate information which favored 
the group with the stereotypical trait. In con-
trast, the four conflict items were constructed 
by simply changing the base rates to favor the 
group contrary to the stereotypical character-
istic. The conflict items showed a reliability of 
ω = .56.

Conflict detection indices. Conflict detection 
ability was captured by two measures (e.g., 
Bago & De Neys, 2017; Burič & Konrádová, 
2021; Burič & Šrol, 2020; Šrol & De Neys, 
2020; Thompson et al., 2011; Thompson & 
Johnson, 2014). The first was response time, 
measured from the onset of the problem to 
the submitting of the answer. The second was 
the response confidence. After each problem, 
participants were asked to indicate on a scale 
from 0 to 10 how confident they are that their 
response is correct (0 = “I’m not sure at all”, 
10 = “I’m completely sure”). The conflict de-
tection indices for each participant were then 
calculated as the difference between aver-
age time and confidence of the incorrectly 
solved conflict problems and correctly solved 
no-conflict problems (Frey, Johnson, & De 
Neys, 2018; Šrol & De Neys, 2020). The dif-
ference was then divided by the total number 
of cases from which the index could be calcu-
lated (i.e., the sum of incorrectly solved con-
flict problems and correctly solved no-con-
flict problems) to obtain an index of conflict 
detection capabilities for participants across 
the problems. The indices based on time and 
confidence were used as separate variables in 
further analyses.
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Mindware instantiation and automatiza-
tion. As in other studies (Frey, Johnson, & De 
Neys, 2018; Šrol & De Neys, 2020), the accu-
racy of neutral problems was used to measure 
mindware instantiation. They are called neu-
tral because, unlike conflict and no-conflict 
problems, they do not elicit any heuristic an-
swer (for an example, see online supplement).

Overall, five items were used to estimate the 
presence of mindware for each type of problem. 
If participants solved a given neutral problem cor-
rectly, it meant they possessed the basic knowl-
edge structures needed to solve the problem.

For each neutral problem, the time needed 
to solve it was measured. How fast partici-
pants solved the problems was used previous-
ly by Burič and Konrádová (2021) as a rough 
estimate of mindware automatization, as au-
tomatization means autonomously triggered 
knowledge which requires a minimum time. 
Although the validity of this measurement was 
questioned even by the authors themselves, it 
yielded significant results in predicting correct 
intuitive responses in the cognitive reflection 
test. That is why it was also used in this study, 
so the new mindware automatization mea-
surement described below could be examined 
in a model along with this variable. 

In the current study, a different approach to 
measure mindware automatization was used 
– the neutral problems were presented via 
two-response paradigm.

Two-response paradigm: In this paradigm, 
participants were asked to solve each prob-
lem twice. 

The first answer should be intuitive – the 
first answer that comes to mind after reading 
the problem. To achieve that, one needs to 
restrict the defining characteristics of type 2 
processes – that is, the response needs to be 
autonomous and without engaging in work-
ing memory processing (see De Neys, 2018, 
for summary). Multiple restrictions, previ-
ously shown to be an effective way of knock-

ing out type 2 processing (Bago & De Neys, 
2017; De Neys, Moyens, & Vansteenwegen, 
2010; Thompson et al., 2011), were adopted:  
instruction, a time limit (5 seconds for syllo-
gisms and 7 seconds for the base rate tasks) 
resulting from the reading pretest (Burič & 
Šrol, 2020), and a secondary cognitive task. 
As a secondary cognitive task, the partici-
pants had to memorize a pattern of dots in a 
matrix while solving the neutral problems, a 
task that should burden their working mem-
ory and thus limit type 2 processing. After 
solving the problem, participants were asked 
to pick which matrix they had been previously 
presented out of four options. In their second 
response, participants were not restricted by 
either the time limit or the secondary cog-
nitive tasks, so they could think freely about 
their final response. Unlike neutral problems, 
conflict and no-conflict problems were pre-
sented without any constraints.

The correct intuitive answer on a neutral 
problem should mean that the mindware 
needed to solve it is automatized. The sum of 
the correct intuitive responses on the neutral 
tasks is used as a measure of mindware au-
tomatization. The sum of the correct final re-
sponses is used as a measure of overall mind-
ware instantiation. 

Correction tendency in neutral tasks. Pre-
senting neutral tasks under the two-response 
paradigm allowed me to examine the tenden-
cy to correct the erroneous first response, 
meaning participants submitted an incorrect 
intuitive answer but corrected it in the second 
response. I calculated this as a percentage of 
cases in which the erroneous answer was cor-
rected out of the cases in which the first re-
sponse was incorrect. 

Procedure

First, every participant started with Block 
1, which involved informed consent, gen-



               Studia Psychologica, Vol. 65, No. 4, 2023, 320-336              325

eral instruction, and demographic ques-
tions. 

In the instruction, participants were told 
we are interested in the ways in which peo-
ple deal with different decision-making and 
inference tasks and what differences exist be-
tween them in their approach to these tasks. 
They were informed about how much time 
it will take and what types of tasks they will 
face. 

In Block 2, participants encountered the 
reasoning problems along with a practice 
problem to get familiar with the process. 
First, they solved syllogistic tasks, then base-
rate neglect problems. This order was fixed, 
however, the order of items was randomized. 
All the participants solved both conflict and 
no-conflict problems.

The content of the conflict and no-conflict 
problems was counterbalanced, and each 
participant was randomly assigned to solve 
either Set A or Set B, in which the conflict 
and no-conflict items were switched (e.g., a 
conflict item from Set A contained the same 
content in Set B but was no-conflict). 

After that, participants solved neutral tasks 
presented under the two-response paradigm 
in random order in Block 3. The order of the 
Blocks was fixed to prevent priming the ana-
lytic thinking with the neutral problems that 
could affect the performance in the conflict 
tasks (Frey et al., 2018).

Results

The main aim of this study was to analyze the 
relationship between mindware automatiza-
tion and conflict detection. First, I present the 
results of reasoning accuracy and detection 
efficiency analysis to see whether the partic-
ipants were indeed biased and whether they 
were still able to detect the conflict. Then I ex-
plore the correlations between the measures, 
and finally, I present two regression analyses 

to examine the predictors of reasoning accu-
racy and conflict detection. 

Accuracy and Conflict Detection Analyses

The results of group-level analysis of reason-
ing accuracy and conflict detection are pre-
sented in Table 1. As predicted, participants’ 
accuracy was higher in the no-conflict tasks 
when compared to the conflict ones (t(195) =  
-24.8, p < .001, d = -1.77), confirming that the 
conflict tasks indeed cued biased respons-
es. Importantly, both the conflict detection 
measures in base-rate tasks and the confi-
dence measure in the syllogisms show that 
participants were able to detect the conflict 
between compelling intuition and the logical 
structure of the tasks. The only exception is 
the response time for syllogisms, as it seems 
that participants took similarly long to solve 
conflict and no-conflict tasks.

Examining Reliability of Mindware Automa-
tization Measure

Here I present the results of the analyses ex-
amining the secondary goal of the study, that 
is the possible use of intuitive response on 
neutral tasks as a reliable measure of mind-
ware automatization. Table 2 contains the 
estimations of internal consistency of all the 
used measures.

Most of the measures reached the level 
of what is commonly considered to be suf-
ficient internal consistency or were slightly 
below that level. Measures of mindware 
automatization for both syllogisms and 
base-rate neglect tasks reached very sat-
isfying values of both McDonald’s ω and 
Cronbach’s α, suggesting it could be sub-
sequently used as a reliable estimate of 
mindware automatization in the following 
analyses. Although the measures of overall 
mindware instantiation showed a bit lower 
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internal consistency, it is important to note 
that these values are higher than in previ-
ous studies (Burič & Šrol, 2020; Šrol & De 
Neys, 2020). Finally, conflict detection in-
dices showed relatively good internal con-
sistency, again higher than in the previous, 
above-mentioned studies.

Relationship between Mindware Autom-
atization, Conflict Detection Measure and  
Reasoning Accuracy

To examine the relationship of the mindware 
automatization, conflict detection measures, 

Table 1 Group level analysis of reasoning accuracy and conflict detection 
 Accuracy Response time Response confidence 
Syllogisms    
no-conflict (SD) 3.54 (0.69) 8.42 (4.13) 10.16 (1.29) 
conflict (SD) 0.86 (1.21) 8.31 (3.92) 9.12 (1.64) 
difference t(195) = - 24.8 t(163) = - 0.13 t(195) = 10.77 
p < .001 .62 < .001 
Cohens d (95% CI) - 1.77 (- 2; - 1.55) - 0.03 (- 0.18; 0.13) 0.77 (0.61; 0.93) 
Base-rates neglect    
no-conflict 3.84 (0.47) 8.19 (3.33) 9.88 (1.63) 
conflict 1.1 (1.45) 8.94 (4.02) 9.47 (1.81) 
difference t(195) = - 24.9 t(170) = 2.59 t(195) = 5.40 
p < .001 .005 < .001 
Cohens d (95% CI) - 1.78 (- 2; - 1.55) 0.20 (0.04; 0.35) 0.39 (0.24; 0.53) 
Note. The values reflect participants’ average times of answers, confidence and average 
number of correctly solved problems. The reported differences represent the pairwise 
comparison of the average time, response confidence or accuracy between the conflict and 
the no-conflict version of the task.  Cohen’s d is reported as a measure of effect size. Significant 
paired differences are presented in bold (p < .05). 

 

Table 2 Reliability measures of all variables 
 McDonald's ω Cronbach’s α 

Mindware instantiation for syllogisms .55 .25 
Mindware automatization for syllogisms .93 .92 
Mindware instantiation for base rates .64 .63 
Mindware automatization for base rates .77 .76 
Conflict detection in syllogisms – time .68 .66 
Conflict detection in syllogisms – confidence .85 .83 
Conflict detection in base rates – time .62 .62 
Conflict detection in base rates – confidence .88 .88 
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and cognitive biases, I first conducted a cor-
relation analysis.

As can be seen from Table 3, mindware 
automatization measures for both syllo-
gisms and base rates were positively related 
to the reasoning accuracy. However, the as-
sociation between mindware instantiation 
and reasoning accuracy was in both cases 
even stronger. I also observed positive, fair-
ly strong correlations between mindware 
automatization and the tendency to cor-
rect the first erroneous response. These 
results suggest that participants with bet-
ter automatized mindware were not only 
more accurate in their intuitive response in 
neutral tasks but were also more likely to 
inhibit the intuitive response when it was 
incorrect. On the other hand, mindware 
automatization correlated only with the de-
tection index for base rates based on con-
fidence. This was also the case for conflict 
detection measure significantly associated 
with mindware instantiation, along with the 
index for syllogisms based on confidence. 
Such unclear results are in line with previ-
ous studies of Šrol and De Neys (2020) and 
Burič and Konrádová (2021), who also ob-
served a relationship of mindware instanti-
ation with just one of the multiple conflict 
detection indices. Despite such results, I ob-
served a positive relationship between the 
conflict detection measures and reasoning 
accuracy, which is again in line with previ-
ous work (Burič & Konrádová, 2021; Burič & 
Šrol, 2020; Šrol & De Neys, 2020; Thompson 
et al., 2011). Namely, both indices based on 
time and confidence correlated with rea-
soning accuracy for syllogisms, even though 
the relationships were weak to moderate. 
For base rates, I observed a positive correla-
tion just between the reasoning accuracy 
and the detection measure based on confi-
dence. 

Mindware Automatization as a Predictor of 
Conflict Detection 

To examine the predictive power of mindware 
automatization on the conflict detection and 
reasoning accuracy, I conducted several hier-
archical regression analyses. As can be seen in 
Table 4, correction tendency was not included 
in the model, as too few cases of correction 
of erroneous intuition for base rates (N = 45) 
were observed, which could decrease the sta-
tistical power of the analysis.

First, I conducted hierarchical regression 
analyses to test the predictive power of mind-
ware automatization on conflict detection in-
dices, separately with an index based on time 
and confidence, for both syllogisms and base 
rates. To test the effects of mindware autom-
atization separately, I added the variable in 
the first step of regressions and the remaining 
variables in the second step of the regression. 
As can be seen in Table 4, none of the vari-
ables significantly predicted conflict detection 
based on time. However, the results slightly 
differ with the confidence index as the depen-
dent variable. Even though mindware autom-
atization did not emerge as a significant pre-
dictor, mindware response time did (β = -.18, 
p = .039), suggesting the less time participants 
needed to solve the neutral tasks, the better 
they were at detecting the conflict. However, 
the model explained only a negligible 1% of 
the variance with the index based on time as 
the dependent variable and 2.3% with the in-
dex based on confidence.

When predicting conflict detection in base-
rate neglect tasks (Table 5), none of the vari-
ables emerged as significant predictors of 
conflict detection based on time. The only 
predictor worth noting is mindware automa-
tization in the first step of the model, which 
predicted the detection based on confidence 
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(β = .15, p = .050), but even this variable lost 
its predictive power in the next steps of the 
regression.

Incremental Validity of Mindware Automati-
zation when Predicting Reasoning Accuracy 
and Conflict Detection 

Finally, in the following two regressions, I test-
ed incremental validity of mindware automa-
tization with reasoning accuracies as depen-
dent variables. 

First, as I wanted to test the predictive pow-
er of mindware automatization separately 
from the other variables, I entered the vari-
able in the first step of regression. In both re-
gressions, mindware automatization emerged 
as a significant predictor, explaining 6% of the 
variance in syllogisms and 8% of the variance 
in base-rate neglect tasks. In the second step 
of the regressions, I added the mindware in-
stantiation measure, the time needed to solve 
the neutral tasks, and the conflict detection 
measures. In syllogisms, only the conflict de-
tection index based on time emerged as a 
significant predictor (β = .31), as the model 
explained 15% of the variance. In base-rate 
neglect tasks, the only variable that passed 
the conventional significance level was mind-
ware instantiation, which showed relatively 
good predictive power (β = .25) with p = .032. 
Overall, the model explained 11% of the vari-
ance for base-rate neglect tasks.

Discussion

The main goal of this study was to examine 
Stanovich՚s (2018) hypothesis of automatized 
mindware influencing subsequent conflict de-
tection. A necessary step to achieve this goal 
was to find a reliable measure of mindware 
automatization, which was a secondary goal 
of the study. I tried to achieve this by isolat-
ing the type 1 response in neutral problems 

via a two-response paradigm. I am fully aware 
that the measure of internal consistency may 
not be sufficient to draw conclusions and that 
more measures should be used. However, the 
measures of both McDonald’s ω and Cron-
bach’s α can serve as a good first estimate of 
reliability. The internal consistency scores for 
mindware instantiation were higher than in 
previous studies (Burič & Šrol, 2020; Šrol & De 
Neys, 2020) and overall, it seems that increas-
ing the number of items and measuring mind-
ware separately for each type of reasoning 
problem has indeed improved the reliability 
of the measure.

After estimating the measures’ reliability, I 
examined whether conflict detection indeed 
took place in the conflict problems. Tradition-
al group-level analysis of the detection con-
firmed the results of previous studies (Bago 
& De Neys, 2017, 2019; Bonner & Newell, 
2010; Burič & Šrol, 2021; De Neys et al., 2010, 
2011, 2013; Thompson & Johnson, 2014). The 
measures of conflict detection showed that 
participants indeed detected the conflict, as 
they reported significantly lower confidence 
levels, and in case of base-rate neglect tasks 
also took more time to solve the conflict prob-
lems, when compared to no-conflict ones. 
After confirming the presence of conflict de-
tection, I moved to examining the relationship 
between the measured variables. 

Mindware as a Key Element in Bias Suscep-
tibility

The first step to examine the hypothesis 
about the relationship between mindware 
automatization, conflict detection, and rea-
soning accuracy was the correlation analysis: 
the results showed a significant positive asso-
ciation between the reasoning accuracies of 
both types of reasoning problems, mindware 
automatization, and mindware instantiation. 
The results suggest that the better instanti-
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ated and automatized mindware indeed led 
to higher reasoning accuracy, which confirms 
Stanovich’s (2018) model of mindware au-
tomatization as well as the results of previous 
studies (Burič & Šrol, 2020; Frey et al., 2018; 
Šrol & De Neys, 2020). Both instantiation and 
automatization also strongly correlated with 
the correction tendency, meaning the bet-
ter instantiated and automatized the mind-
ware was, the more likely participants were 
to correct their erroneous intuitive response. 
This supports the proposal of the logical intu-
ition model (Bago & De Neys, 2017; De Neys, 
2012), according to which reasoners generate 
multiple intuitions based both on heuristics 
and logical principles. If one of them domi-
nates the other, but the relative difference of 
intensities is small, the response may change, 
as there will be doubt, leading to rethinking. 
As better adopted mindware should contrib-
ute to higher intensity of logical intuition, the 
relative difference should decrease, which 
should lead to correction of the initial re-
sponse. 

The subsequent regression analyses did not 
confirm the results of the correlation analy-
sis. Even though mindware automatization 
did significantly predict reasoning accuracy in 
the first steps of the regressions, the predic-
tive power decreased in the second step and 
the significance level did not meet the con-
ventional criteria. In the second step, only the 
conflict detection based on time emerged as 
a significant predictor of reasoning accuracy 
in syllogisms. For base-rate neglect tasks, only 
mindware instantiation predicted the reason-
ing performance. These results not only do 
not support my initial hypothesis but they 
also differ from previous studies showing the 
predictive power of both mindware instantia-
tion and detection capabilities (Burič & Šrol, 
2020; Frey et al., 2018; Šrol & De Neys, 2020). 
There are exceptions, as the study of Burič 
and Konrádová (2021) also showed no predic-

tive power of the detection measures. How-
ever, one has to keep in mind that the stud-
ies using two-response paradigm (e.g., Bago 
& De Neys, 2017, 2019; Burič & Konrádová, 
2021; Raoelison et al., 2020) also showed that 
logically correct initial response will usually 
lead to a logically correct final response, while 
deliberate correction could also improve ini-
tially incorrect responses. This could lead to 
mindware instantiation being more potent 
than mindware automatization in predicting 
the reasoning accuracy. The results of correla-
tion analysis also support this, as mindware 
instantiation showed slightly stronger correla-
tions with the reasoning accuracy.

  
Automatized Mindware and Conflict Detec-
tion

As a next step, I examined the relationship 
between mindware measures and conflict 
detection. Firstly, not all the detection in-
dices correlated with mindware measures. 
Mindware automatization correlated posi-
tively only with the detection index based 
on confidence in base-rate neglect tasks, but 
the relationship was quite weak. Mindware 
instantiation correlated only with confidence 
indices, which is in line with studies of Burič 
and Konrádová (2021) and Šrol and De Neys 
(2020), but again, the correlations were weak. 
The authors argued that this could be caused 
by low reliability of the used measures, but 
this was not the case of the present study, 
as the measures showed sufficient internal 
consistency. But again, as mentioned above, 
the internal consistency analyses might not 
be enough to conclude the measure is reli-
able. However, as follows from the model of 
Bago and De Neys (2017), when the inten-
sity of logical intuition is much higher than 
the intensity of heuristic intuition, these two 
will not interfere, thus the chance of conflict 
detection can in fact decrease. This could be 
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exactly the case for the participants who had 
the mindware fully automated.

Finally, I examined predictors of detection 
capabilities, as Stanovich (2018) states that 
the better the mindware is instantiated, the 
easier the conflict detection should be. For 
syllogisms, this study provides very weak sup-
port for such a claim, as neither mindware in-
stantiation nor automatization predicted con-
flict detection. Only the mindware response 
time emerged as a significant predictor, but 
only of detection based on confidence. Sim-
ilar results were found when predicting the 
detection capabilities in base-rate neglect 
tasks, as mindware automatization was the 
only significant predictor of detection based 
on confidence, but only in the first step of the 
analysis. I can again compare these results 
to study of Šrol and De Neys (2020), where 
the results showed the predictive power of 
mindware instantiation on conflict detection 
capabilities, but only in the measure based on 
confidence. However, the point mentioned 
above also applies here. That is, the conflict 
detection might decrease due to the domi-
nant logical intuition. 

Overall, the results provide very little sup-
port for Stanovich’s (2018) model. It should 
be stressed that the author proposes that in 
cases when the mindware is automatized, 
conflict detection should be the easiest. To 
sum up the point from above, this is partially 
in line with the hybrid models of dual process-
es, for example, the logical intuitions model 
suggesting that the small relative difference 
between heuristic and logical intuition should 
lead to easier conflict detection and possible 
rethinking of the response. However, only 
Stanovich’s model explicitly specifies the role 
of conflict detection for reasoners with fully 
automatized mindware. Translated into the 
jargon of the logical intuitions model, the 
question remains whether conflict detection 
is possible at all when the logical intuition is 

way more dominant than the heuristic one. 
Conflict detection itself means that there is 
interference between heuristic intuition and 
the logical principles of the given tasks that 
one has acquired (e.g., Bago & De Neys, 2017; 
Frey et al., 2018). However, if the principles 
are adopted to such an extent that they are 
fully automatized and the autonomous re-
sponse is consequently logically correct, it is 
questionable whether interference occurs at 
all, as the intuition based on logic fully domi-
nates the other. To be clear, there are studies 
showing that conflict detection takes place 
even while responding intuitively (e.g., Bago 
& De Neys, 2017; Burič & Šrol, 2020; Thomp-
son & Johnson, 2014); these studies, howev-
er, did not examine its relationship with mind-
ware, nor the detection of reasoners with 
fully automatized mindware. 

On that note, one needs to also consider 
validity of conflict detection measures them-
selves. The indices are computed as a differ-
ence in confidence and response time be-
tween conflict and no conflict items, however, 
just from the cases when the conflict item re-
sponse was incorrect, i.e., participant fell for 
the belief bias. This approach is used due to 
the assumption that unbiased response in-
cludes not only the conflict detection, but also 
inhibition of incorrect response, which could 
be reflected, for example, in an even longer 
response time. However, as one of the review-
ers pointed out, this means there might be 
some variance that is not captured, especially 
for reasoners with higher overall accuracy in 
neutral tasks. As these reasoners with high-
ly automated mindware are assumed to only 
make few mistakes in conflict tasks, it might 
be the case the variance from these reasoners 
is not captured with the measures of conflict 
detection. This also implies a strong relation-
ship between mindware automatization and 
reasoning accuracy, which was not the case 
in this study. However, the weak correlations 
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could be caused by various reasons. With this 
in mind, it would be worth trying alternative 
ways to capture conflict detection, such as 
ECG (Mevel et al., 2019) or skin conduction 
measures (De Neys et al., 2010).

I propose that future studies should focus 
on whether the relationship between the 
mindware and conflict detection is linear or 
not. According to Stanovich, the mindware 
is a set of cognitive rules and strategies that 
can help people overcome biases and heuris-
tics in reasoning. He also suggests that the 
chance of conflict detection, which is the 
ability to recognize when one’s intuitive re-
sponse is incorrect, increases with the extent 
of mindware adoption. However, as I argue 
above, the question is whether detection 
is necessary or even possible for reasoners 
who have fully automatized their mindware. 
In other words, if the mindware becomes so 
ingrained that it overrides the intuitive re-
sponse automatically, then there may be no 
need or opportunity for conflict detection. 
Also, as suggested by one of the reviewers, 
when mindware is not acquired, conflict can-
not be detected and as a result one can be 
more confident with a heuristic response. 
When mindware is acquired, reasoners could 
actually become less confident as this time 
they are able to detect the conflict. How-
ever, when the mindware is automated, 
reasoners can be (rightfully) very confident 
with their responses again, since the prob-
lem is perceived as an easy one. Thus, the 
relationship between mindware and conflict 
detection could be U-shaped, rather than lin-
ear. This possibility of a non-linear nature of 
the relationship between conflict detection 
and mindware instantiation would explain 
why the results of the present study do not 
support the hypothesis that the mindware 
automatization would lead to easier conflict 
detection. Therefore, I suggest that future 
research should investigate this issue further 

and use also non-linear methods to test such 
hypothesis.  

In addition, it should be noted that the pres-
ent study did not examine the possible effects 
of other known correlates of bias susceptibil-
ity and conflict detection, such as cognitive 
ability (Šrol & De Neys, 2020; Thompson & 
Johnson, 2014), numeracy (Klaczynski, 2014; 
Šrol & De Neys, 2020), reasoning strategies 
(Markovits et al., 2020) or cognitive reflection 
(Burič & Šrol, 2020; Šrol & De Neys, 2020). All 
of these can impact the relationship between 
mindware measures, conflict detection, and 
bias susceptibility. Therefore, I suggest that 
the present study should be replicated with 
all of these measures to get a clearer picture 
of such a relationship.

The field of cognitive biases is indeed very 
popular, yet our knowledge of the process-
es leading to such biases is still very limited. 
This study aimed to broaden that knowledge 
by examining the relationship between mind-
ware automatization and conflict detection. 
Even though the results do not fully support 
the assumptions of Stanovich’s (2018) model, 
mindware automatization still needs to be ex-
amined in a broader context of cognitive bias-
es predictors.
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