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dence as a Distinct, Mutable Predictor of Fake News Vulnerability
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This study investigated whether memory overconfidence is predictive of fake news vulnerability when 
controlling for previously established predictors and whether it can be experimentally reduced (N = 395). 
Participants completed measures of reflexive and reflective open-minded thinking, rated news articles 
collected from untrustworthy sources and completed general knowledge and working memory tasks. 
Confidence was assessed after each trial. The control group received feedback on the time spent on the 
tasks, while the experimental group was informed about the number of incorrect answers and their aver-
age confidence level. Afterwards, both groups completed the rest of the general knowledge and working 
memory tasks, alongside the confidence assessment and then rated other fake news articles. While nei-
ther reflexive nor reflective open-minded thinking significantly predicted fake news vulnerability, memory 
overconfidence did. Overconfidence correcting feedback reduced overconfidence but not fake news vul-
nerability. These findings indicate that memory overconfidence is a robust, mutable predictor of fake news 
vulnerability and highlight the need for more in-depth behavioral research.
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Introduction

Fake news involves the manipulation of in-
formation, either through the creation of 
entirely false content or the distorted pre-
sentation of factual information (Aïmeur et 
al., 2023). In recent years, it has become a 

staple of modern crises (Hunt et al., 2020). In 
politics, fake news has been shown to create 
social divisions by promoting conspiracy the-
ories and capitalizing on affectively charged 
topics (e.g., child trafficking by democrats in 
the 2016 Pizzagate conspiracy) to influence 
election results (Guess et al., 2018). Regard-
ing the growing tensions between Russia and 
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Ukraine, fake news was employed to sow so-
cial unrest by portraying Ukraine’s leadership 
as corrupt, Nazi sympathizers (EU vs. Disin-
fo, 2021). During the COVID-19 pandemic, 
health-related fake news has diminished trust 
in governments by downplaying the gravity of 
the situation (Lasco, 2020), endorsing conspir-
atorial reasons for the states’ actions (Doug-
las, 2021), and endangering the population 
by promoting hoax prevention measures or 
treatments (Moreno-Castro et al., 2022). The 
later stages of the pandemic saw a new wave 
of fake news aimed at discrediting vaccines 
(Loomba et al., 2021). The issue of fake news 
encompasses three primary concerns: believ-
ing fake news, sharing fake news, and acting 
based on fake news. Among these, we iden-
tify belief in fake news as the foundational is-
sue since it precipitates the others to act as a 
vulnerability factor. Hence, our discussion fo-
cuses on the tendency to consider fake news 
as credible (i.e., accurate and believable, Vu & 
Chen, 2023), which we refer to as “fake news 
vulnerability”.

Considerable progress has been made in 
understanding the phenomenon (Levy & 
Ross, 2021; Pennycook & Rand, 2021), its 
predisposing factors (Bronstein et al., 2019; 
Pennycook & Rand, 2020) and their interac-
tion with the digital environment (Moravec 
et al., 2018; Mosleh et al., 2021). Working 
within the dual process framework (Evans & 
Stanovich, 2013), Pennycook and Rand (2020) 
show that reflexive thinkers are more likely to 
invest unwarranted trust in political fake news 
than reflective thinkers. They characterize re-
flexive open-minded thinking as a tendency 
to uncritically accept a wide range of claims 
of dubious epistemic quality (i.e., generalized 
response bias) and take it to encompass over-
claiming and bullshit receptivity.  Few studies 
have explored how cognitive processes, like 
memory or higher-level failures in meta-cogni-
tion (e.g., overconfidence), contribute to fake 

news vulnerability (Rapp & Withall, 2024). 
The current study aims to investigate whether 
memory overconfidence is predictive of fake 
news vulnerability when controlling for pre-
viously established predictors and whether it 
can be experimentally reduced. 

Overconfidence

Overconfidence, defined either as an over-
estimation of personal ability, performance, 
or chances of success (Moore & Healy, 2008) 
or as the investment of personal beliefs with 
excessive certainty (Soll & Klayman, 2004), 
has been considered the most ubiquitous 
and potentially calamitous problem related 
to decision-making (Plous, 1993). The differ-
ences between accuracy and confidence are 
explained by task skill rather than intelligence 
(Lichtenstein & Fischhoff, 1977), similar to 
the popular Dunning-Kruger effect (Kruger 
& Dunning, 1999), which predicts inflated 
self-evaluations at low levels of performance 
and diminished self-evaluations at high levels. 
Moreover, overconfidence in one’s reasoning 
has been associated with belief in COVID-19 
conspiracy theories (Vranic et al., 2022), and 
overconfidence in one’s ability to detect fake 
news has been associated with more frequent 
visits to news sources of dubious quality  
(Lyons et al., 2021) and was unaffected by 
demographic variables (Dobbs et al., 2023). 
Hence, examining the role of overconfidence 
as a fake news vulnerability factor, in addi-
tion to reflective and reflexive open-minded 
thinking, can offer additional information 
about who is vulnerable to fake news. How-
ever, as overconfidence is considered a failure 
of metacognitive monitoring (Miller & Gera-
ci, 2014), it is present in a large repertoire of 
assessments (e.g., driving ability, dating pop-
ularity). The following observations support 
the current choice of investigating the role of 
memory overconfidence in fake news vulner-
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ability. First, false memories about fake news 
are common, especially when the fake news 
supports the person’s beliefs (Murphy et al., 
2019, Leon et al., 2023). Second, people dis-
play overconfidence in their false memories 
even after being warned that some of the sto-
ries were fabricated. Even after being explicit-
ly told that the information they encountered 
was false, individuals who display low cogni-
tive ability failed to adequately update their 
attitudes (De keersmaecker & Roets, 2017). 
Finally, two types of conflict can be detected 
when analyzing information: local conflicts 
and global conflicts. Local conflicts are detect-
ed when contradicting information is present-
ed in the same item (e.g., same article, same 
website). Global conflicts are detected when 
the present information contradicts previous-
ly held knowledge. Memory overconfidence 
may interfere with both types of conflict 
detection as people are less likely to revisit 
previous information, either local or global, 
in which they are confident. Therefore, we 
hypothesized that overconfidence in verbal 
working memory (H1) and general knowledge 
(i.e., long-term memory, H2) are predictive of 
fake news vulnerability, controlling for other 
reflexive and reflective open-minded think-
ing. As Fleming and Lau (2014) distinguish 
between metacognitive sensitivity (the ability 
to distinguish between correct and incorrect 
responses, H1.1 and H2.1) and metacognitive 
bias (the overall level of confidence expressed 
in incorrect trials, H1.2 and H2.2), we tested 
the predictive power of both measures.  

Reflective Open-minded Thinking

Reflectively open-minded thinking requires  
1) the allocation of time and cognitive re-
sources needed to detect conflicts (De Neys, 
2014) and 2) the willingness to reflect on 
one’s own biases (Baron, 1993). The Cogni-
tive Reflection Test (CRT, Frederick, 2005), 

which presents logical problems where the 
intuitive response is incorrect and must be re-
considered to find the right answer, and the 
self-report scale developed by Stanovich and 
West (1997), termed Actively Open-minded 
Thinking (AOT) scale, are considered to be in-
dicative of this dimension and have been neg-
atively associated with trust in political fake 
news (Bronstein et al., 2019). In their inves-
tigation of health-related fake news, Scherer 
et al. (2021) found cognitive reflection to be 
a unique but inconsistent predictor of vulner-
ability as it was negatively associated with 
misinformation about cancer and vaccination, 
but not with misinformation about statins. 

On the opposite side of the spectrum, reflex-
ive open-minded thinkers uncritically endorse a 
wide spectrum of epistemically suspect beliefs, 
guided by gut feelings. Pennycook and Rand 
(2020) include bullshit receptivity and over-
claiming as indicators of reflexive open-minded 
thinking, and show that both are positively as-
sociated with fake news vulnerability.

Bullshitting is defined by Frankfurt (2005) 
as an alternative epistemic stance besides 
telling the truth and lying, which is character-
ized by a lack of regard for truth (as opposed 
to the latter, which requires preoccupation 
with truth so that it can be manipulated or 
concealed). The aim of bullshitting is to im-
press rather than inform (Pennycook et al., 
2015). As a measure of bullshit receptivity, 
Pennycook et al. (2015) asked participants to 
rate the profundity of randomly generated 
sentences, considering them as bullshit be-
cause the agent who produced them lacked 
a world-model, therefore was unpreoccupied 
with truth. The results indicated that those 
who considered the sentences profound pro-
fessed an intuitive thinking style and were 
more likely to believe paranormal claims. 

Overclaiming is a particular form of im-
pression management (Paulhus, 1984) which 
implies exaggerating one’s knowledge. Its as-
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sessment consists of rating familiarity with 
several things, some of which do not exist 
(Paulhus et al., 2003). The extent to which 
people report being familiar with the invent-
ed items is indicative of overclaiming. While 
some studies have operationalized overconfi-
dence through overclaiming (Anderson et al., 
2012), Bensch et al. (2019) show that the two 
constructs do not share a nomological net-
work and that they add distinct variance over 
that of personality measures.

Reducing Fake News Vulnerability

The inattention-based account of misinforma-
tion sharing (Pennycook et al., 2021b) stipu-
lates that people distribute fake news on so-
cial media because their behavior is controlled 
by alternative reinforcers (e.g., social valida-
tion) instead of caring about the accuracy of 
what they share. Presenting a nudge towards 
accuracy, such as asking people to rate the ac-
curacy of a headline, has been shown to re-
duce fake news sharing in lab experiments and 
on Twitter (Pennycook et al., 2021b). Provid-
ing overconfidence-correcting feedback (e.g., 
informing people of their overconfidence 
scores) can be considered a type of accuracy 
nudge and has been proposed as a poten-
tial intervention to reduce trust in fake news  
(Lyons et al., 2021; Mirhoseini et al., 2023). As 
reductions in memory overconfidence could 
increase local and global conflict detection, 
we hypothesized that receiving overconfi-
dence-correcting feedback will diminish fake 
news vulnerability (H3.1), overconfidence act-
ing as a change mechanism (H3.2). 

Method

The preregistration for the study can be ac-
cessed at https://osf.io/x2nzy. Open Science 
Framework data, materials and code can be 
accessed at: https://osf.io/n8fyp/.

Participants

An a priori power analysis (G*Power 3.1, Faul 
et al., 2007) suggested that a minimum of 
395 participants would be required to detect 
a small effect size (f² = .02) for the increase 
in R2 stipulated by H1 and H2, and a medium 
effect size (f² = .25) for H3.1 and H3.2 (α = .05 
and power = .80). A total of 740 participants 
were recruited from the Babeș-Bolyai student 
population, who were offered extra course 
credits, and from the general Romanian pop-
ulation, using general social media posts and 
targeted posts in various social media groups. 
The study was completed by 395 participants 
(335 female, 56 male, 4 indicating other gen-
der identities, Mage = 20.69, SDage = 4.29), and 
according to the preregistered plan, only 
completers were included in the analyses. Of 
the 354 incomplete accounts, 196 (55.37%) 
dropped out after answering the demograph-
ic questions and 119 (33.62%) dropped out 
before completing the first post-test task. 
All participants who completed the study 
were offered a chance to win one of the ten 
vouchers (worth 20 Euros each). The inclusion 
criterion was being at least 18 years old. Re-
cruitment efforts included weekly posting and 
reposting for the duration of the recruitment 
period. Participants who opted for the vouch-
ers provided their name and their email ad-
dress and were informed that multiple entries 
would result in exclusion from the lottery. 

In terms of educational level, 1% of the 
sample reported having completed middle 
school, 78.5% had completed high school, 
15.7% had obtained a bachelor’s degree and 
4.8% had obtained a master’s degree. 

Measures

Fake news vulnerability was assessed using 
twelve health-related news articles, eight 
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collected from untrustworthy news outlets 
(Berezow, 2017) and four randomly generat-
ed. Previous research on these articles illus-
trated the lack of differences between the 
two categories of items in terms of scores, 
factorial structure, and association with rele-
vant variables, suggesting that they are rep-
resentative of health-related fake news (Se-
cară, 2018, 2019). Participants were asked to 
rate the trustworthiness of each item on a 
5-point scale ranging from 1 – “Very low level 
of trust” to 5 – “Very high level of trust” and 
were presented with the following statement: 
“A trustworthy article is defined as contain-
ing accurate and honest information that you 
consider you can rely on”. One set of six items 
was presented at pre-test (T0) and another 
at post-test (T1), with the order of items pre-
sented at each time point being randomized. 
The sets were selected based on data from 
previous studies. We selected articles that 
received similar scores and displayed good in-
ternal consistency in groups of 6 (Cronbach’s 
α = .86 and .80, see Secară, 2019). Acceptable 
internal consistency was observed for the data 
in this study (Cronbach’s α = .76 and .74). A 
fake news vulnerability score at each moment 
was computed by averaging the ratings of the 
articles. Six health-related articles collect-
ed from trustworthy outlets were included, 
three at each time point, to mask the aim of 
the study and avoid artificial skepticism. Each 
article featured a title (e.g., How to cure tuber-
culosis naturally with vitamin C) and consisted 
of four paragraphs (about 400 words total): 
an introduction defining the key terms (e.g., 
tuberculosis and its treatment), a paragraph 
on the underlying theory (e.g., references to 
books and studies, Vitamin C is the fuel for the 
body’s own immune system), another detail-
ing the specifics of the intervention (e.g., how 
much and how often), and a conclusion.

Pseudo-profound bullshit receptivity was 
measured using 10 items from the Bullshit Re-

ceptivity Scale (BRS, Pennycook et al., 2015). 
Participants were presented with 10 profound 
sounding randomly generated sentences (e.g., 
“Wholeness quiets infinite phenomena”) and 
asked to rate their perceived profundity on 
a 4-point scale ranging from “not at all pro-
found” to “very profound”. Pseudo-profound 
bullshit receptivity was computed by averag-
ing the profoundness scores accorded to the 
items of the BRS. Internal consistency was ac-
ceptable (Cronbach’s α = .75).

Overclaiming was measured using the 
“historical names and events” and the “top-
ics in physical sciences” subscales of the 
Over-Claiming Questionnaire (OCQ, Paulhus 
et al., 2003). Fifteen items from each catego-
ry were presented (e.g., “centripetal force”), 
three of them being fictional (e.g., “ultra-lip-
id”). Participants were asked to rate their 
familiarity with the items on a scale ranging 
from 1 – “slightly familiar” to 6 – “very famil-
iar” with the option 0 – “never heard of it”. 
An overclaiming bias score was computed by 
summing the familiarity scores of the fabri-
cated items. Internal consistency was good 
(Cronbach’s α = .86).

Analytic thinking was measured using the 
Cognitive Reflection Test (CRT, Toplak, West, & 
Stanovich, 2014). Participants were present-
ed with seven logical world problems that cue 
an incorrect intuitive response which needs 
to be examined and disregarded in order to 
reach the correct answer. The total CRT score 
was obtained by counting the number of cor-
rectly solved problems. 

Actively open-minded thinking was mea-
sured using the 17-item version of the AOT 
scale developed by Svedholm-Häkkinen & Lin-
deman (2017). The scale assesses the disposi-
tion to think reflectively by asking participants 
to rate statements such as “People should 
always take into consideration evidence that 
goes against their beliefs” or “I consider my-
self broad-minded and tolerant of other peo-
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ple’s lifestyles” on a scale from ranging from 1 
– “strongly disagree” to 6 – “strongly agree”. A 
general actively open-minded thinking score 
was obtained by summing the scores of the 
items. Internal consistency was acceptable 
(Cronbach’s α = .74).

Overconfidence related to verbal working 
memory was assessed using the operation 
span task (Unsworth et al., 2005). Each trial 
included a math equation which had to be 
solved as quickly and accurately as possible, 
followed by a word which needed to be re-
membered. The task includes three types of 
practice trials: equations only, words only 
and mixed. After three to seven experimen-
tal trials, participants were asked to recall the 
words in the correct order and assess how 
confident they are that their response is cor-
rect (on a scale from 0 to 100).

Overconfidence related to general informa-
tion was assessed using the information sub-
scale of the Multidimensional Aptitude Bat-
tery-II (MAB-II, Jackson, 1998; Iliescu, Glință, 
& Ispas, 2009). Participants were presented 
with 26 multiple choice questions related to 
general knowledge. After each question, they 
were asked to evaluate how confident they 
are that their response is correct (on a scale 
from 0 to 10).

Two metacognitive sensitivity scores were 
computed for both the verbal working mem-
ory and the general knowledge tasks. The first 
one was computed by subtracting the sum of 
the confidence ratings of the correct answers 
from sum of the confidence ratings of the in-
correct answers in the first half of each test 
(pretest, T0) and the second, using the same 
formula, from the second half of each test 
(post-test, T1). Two metacognitive bias scores 
were computed for both the verbal working 
memory and the general knowledge tasks. 
The first was computed by averaging confi-
dence ratings across the first half of the trials 
(pretest, T0) and the second by averaging con-

fidence ratings across the second half of the 
trials (post-test, T1).

Procedure

Participants entered the study via a link to the 
Gorilla online experimental platform (Anwyl-Ir-
vine et al., 2020). There they were presented 
with information about the study and had to 
give their consent before proceeding. As re-
vealing the aim of the study might alter their 
responses (e.g., increase skepticism towards 
the news articles), they were told that the main 
aim of the study was to analyze how individual 
differences influence the response to certain 
types of feedback in memory tasks. After com-
pleting demographic information, participants 
completed the CRT, OCQ, BRS and AOT. They 
then rated half of the news items and complet-
ed half of the general knowledge and working 
memory tasks. After each trial, confidence was 
assessed using a slider. At this point, the plat-
form randomly assigned participants to either 
the control or experimental group. Both groups 
received feedback, the control group on the 
time taken to complete the two tasks and the 
intervention group on the number of incorrect 
answers for each task and their average confi-
dence in the incorrect answers. To ensure that 
the information was retained, participants had 
to type in the numbers presented in order to 
continue. They then completed the remainder 
of the general knowledge and working memory 
tasks, each trial followed by the confidence as-
sessment, and then rated the remaining news 
articles. Once all the data had been collected, 
participants received an email informing them 
of the fake articles and their average trust 
scores for the reliable and unreliable articles. 

Data Analysis 

Hierarchical regressions were used to evalu-
ate the predictive power of overconfidence, 
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the criterion being fake news vulnerability at 
pre-test (T0). The base model included pseu-
do-profound bullshit receptivity, overclaiming, 
actively open-minded thinking, and analytical 
thinking as predictors. In the second model, 
the hypothesis specific predictors (e.g., sensi-
tivity or bias for working memory or general 
knowledge overconfidence at T0) were add-
ed. Each variable included as a predictor was 
mean-centered to avoid multicollinearity.

A one-way ANCOVA was used to test H3.1, 
having group as a between-subjects factor, 
trust in health-related fake news at T0 as a co-
variate, and trust in health-related fake news 
at T1 as the outcome.

All data were analyzed using IBM SPSS 25. 

Results

The exploratory analysis of the correlations 
between health-related fake news vulnerabil-
ity and the previously established predictors 
of fake news vulnerability found no significant 
associations when controlling for multiple 
comparisons (Table 1).

As a first step in assessing the added vari-
ance explained by overconfidence, we ana-
lyzed the predictive power of reflective and 
reflexive open-minded thinking (Model 0, see 
Table 3). The overall model was not statisti-
cally significant [F(4, 390) = 1.68, R2 = .02,  p = 
.153]. None of the variables predicted trust in 
health-related fake news. 

Afterwards, we added the T0 overconfi-
dence variables in separate models. Each 
model controlled for the variables in Model 0 
and was independent of all other models. The 
metacognitive overconfidence bias measures 
were predictive of fake news vulnerability in 
the case of verbal working memory and gen-
eral knowledge (H1.2: B = .03, SE = .01, p = 
.008 and respectively H2.2: B = .29, SE = .10,  
p = .004), while metacognitive sensitivity 
measures were not (H1.1, H2.1, see Table 4). 

To analyze changes in fake news vulnera-
bility between the experimental and control 
groups we performed a one-way ANCOVA, 
having group as an independent variable, fake 
news vulnerability at T1 as the dependent 
variable, and fake news vulnerability at T0 as 

Table 1 Descriptive statistics and zero-order correlations for reflexive and reflective open-
minded thinking, fake news vulnerability, and overconfidence at pretest 
 M SD 1 2 3 4 5 6 7 8 9  
1. CRT 3.30 2.44 —          
2. OCQ 5.98 6.02 -.02 —         
3. BSR 2.40 0.56  .03  .14 —        
4. AOT 72.78 9.26 -.01 -.07 .14 —       
5. MSM1 -74.37 22.89  .05 -.04 .05 -.05 —      
6. MSO1 -345.04 336.09 -.04  .02 .06  .00  .09 —     
7. MBM1 4.45 2.34  .06  .07 .09 -.11  .20 .03 —    
8. MBO1 58.07 25.22  .02  .14 .15 -.09 -.03 .15 .25 —   
9. FN1 2.54 0.79  .05  .03 .11 -.07  .09 .06 .16 .13 —  
Note. CRT = Cognitive Reflection Test, OCQ = Overclaiming Questionnaire, BSR = Bullshit 
Receptivity, AOT = Actively Open-minded Thinking, MSM1 = Metacognitive Sensitivity General 
Knowledge at pretest, MSO1 = Metacognitive Sensitivity Working Memory at pretest, MBM1 = 
Metacognitive Bias General Knowledge at pretest, MBO1 = Metacognitive Bias Working 
Memory at pretest, FN1 = Fake News vulnerability at pretest 
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Table 2 Means and standard deviations used for group comparisons 

 

Group   
Experimental 

N = 188 
Control 
N = 207 

  

M SD M SD t p 
FN1 2.49 0.78 2.59 0.81 1.27 0.204 
MSM1 -75.43 22.52 -73.41 23.24 0.88 0.382 
MSO1 -366.53 331.94 -325.72 339.41 1.20 0.230 
MBM1 4.69 2.45 4.24 2.21 -1.94 0.053 
MBO1 58.24 26.53 57.91 24.03 -0.13 0.898 
FN2 2.40 0.74 2.50 0.77 1.36 0.175 
MSM2 -41.36 32.62 -42.02 31.75 -0.20 0.838 
MSO2 -648.23 256.03 -577.84 329.32 2.38 0.018 
MBM2 5.63 2.19 5.68 2.08 0.24 0.811 
MBO2 39.80 32.31 47.11 32.14 2.25 0.025 
Note. FN1 = Fake News vulnerability at pretest. MSM1 = Metacognitive Sensitivity General 
Knowledge at pretest, MSO1 = Metacognitive Sensitivity Working Memory at pretest, 
MBM1 = Metacognitive Bias General Knowledge at pretest, MBO1 = Metacognitive Bias 
Working Memory at pretest, FN2 = Fake News vulnerability at post-test. MSM2 = 
Metacognitive Sensitivity General Knowledge at post-test, MSO2 = Metacognitive 
Sensitivity Working Memory at post-test, MBM2 = Metacognitive Bias General Knowledge 
at post-test, MBO2 = Metacognitive Bias Working Memory at post-test. 

 
 

 

Table 3 Model 0: Multiple regression analysis for variables predicting health-related fake 
news vulnerability 
Variable B SEB β p 
Constant 15.26 .24  < .001 
Cognitive reflection .10 .10  .05 .322 
Overclaiming .01 .04  .01 .841 
Bullshit receptivity .08 .04  .09 .069 
Actively open-minded thinking -.03 .03 -.06 .252 
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a covariate. The results showed that the mod-
el was not statistically significant [F(2, 392) = 
1.84, p = .161, partial η2 = .01], indicating that 
the feedback received by the two groups did 
not affect their assessment of the fake news 
articles or that the study lacked the statisti-
cal power to detect the effect of the feedback 
(H3.1). Regardless, the preregistered pairwise 
comparisons and the mediation analysis were 
not applicable (H3.2).  

Exploratory pairwise comparisons (Ta-
ble 2) indicate that the only significant be-
tween-groups differences can be seen at post-
test in working memory sensitivity and bias  
(t = 2.38, p = .018 and t = 2.25, p = .025).

Discussion

The current study aimed to investigate the 
role of memory overconfidence in predicting 
health-related fake news vulnerability and 
how trust in fake news is influenced after be-
ing presented with overconfidence-correcting 

feedback. Measures of reflexive and reflective 
open-minded thinking, which have been es-
tablished as predictors of political fake news 
(Pennycook & Rand, 2020), were included in 
the analysis to test whether they were also 
predictive of health-related fake news and 
whether memory overconfidence explained 
unique variance beyond that accounted for 
by these variables. 

None of the reflective and reflexive 
open-minded thinking constructs reached sta-
tistical significance as predictors of health-re-
lated fake news vulnerability (Table 3). Given 
that the randomly generated pseudo-pro-
found items were constructed starting from a 
database of tweets by Deepak Chopra (Pen-
nycook et al., 2015), a proponent of holistic, 
alternative medicine, they share a conceptual 
basis with the fake news articles selected for 
this study and use similar language. The ab-
sence of a relationship is therefore surprising. 
The results showing no relationship between 
cognitive reflection and fake news vulnerabil-

 

Table 4 Predictive power of overconfidence in working memory and general knowledge on fake news 
vulnerability at T0 
 Verbal Working Memory General Knowledge 

Model specific overconfidence 
variable 

Metacognitive 
sensitivity 
Model 1.1 

Metacognitive 
bias 

Model 1.2 

Metacognitive 
sensitivity 
Model 2.1 

Metacognitive 
bias 

Model 2.2 
B β B β B β B β 

Constant 15.26**  15.26**  15.26**  15.26**  
Cognitive reflection     .10 .05      .09 .05      .09 .05     .08 .04 
Overclaiming     .01 .01     -.01 -.01      .01 .02     .00 .00 
Bullshit receptivity     .07 .09      .06 .08      .08 .09     .07 .08 
Actively open-minded thinking    -.03 -.06     -.03 -.05     -.03 -.05    -.02 -.05 
Model specific overconfidence 
variable (T0)     .00 .06      .04** .14      .02 .08     .05** .15 

         
R2 .02  .04  .02  .04  
F 1.51  2.79**  1.90  3.06**  

ΔR2 .003  .018  .007  .021  
ΔF 1.28  7.10**  2.75  8.42**  

Note. Each model tests the associated hypothesis. * p < .05, ** p < .01 
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ity were also surprising given the findings of 
Scherer et al. (2020) and Pennycook and Rand 
(2020). However, Mustață et al. (2023) found 
a similar absence of effect in their investiga-
tion of security and defense fake news vulner-
ability in Central and Eastern Europe. Similar 
to studies of Western populations, they found 
an association between fake news vulnerabil-
ity and actively open-minded thinking, which 
was not found in the current study. 

It is important to note that our sample, 
which is predominantly young, female, and 
made up of undergraduates, is not nation-
ally representative. According to a UK study 
by King and Greene (2024), being female in-
creases vulnerability to health-related fake 
news, while education does not predict trust 
in fake news. Similarly, Arin et al. (2023) found 
that female participants in the UK were more 
vulnerable to political fake news, in contrast 
to their German counterparts, where educa-
tion was predictive but gender was not. The 
demographic of well-educated, young, female 
university students could explain some of the 
differences observed in our study. These find-
ings highlight the need for further cross-cul-
tural studies to explore other factors that 
might influence these outcomes.

Both measures of metacognitive bias were 
predictive of fake news vulnerability (B = .04, 
SE = .02, p = .008 for verbal working memo-
ry and B = .05, SE = .02, p = .004 for general 
knowledge). While the effect size detected 
was small, our preregistered analysis ac-
counted for this possibility. However, neither 
metacognitive sensitivity regarding verbal 
working memory nor that regarding general 
knowledge proved predictive of fake news 
vulnerability. Performance scores or summed 
confidence scores for correct and incorrect 
answers were not predictive of fake news vul-
nerability (see online Supplementary materi-
als). The observed predictive power of only 
the metacognitive bias measures suggests 

that the pivotal factor is not merely the gap 
between an individual’s confidence and accu-
racy. Instead, it is a more general tendency to 
exhibit overconfidence, irrespective of the ac-
tual correctness of the responses. Essentially, 
those who don’t acknowledge their errors are 
more susceptible to fake news, regardless of 
the confidence they place in their correct an-
swers. This finding aligns with previous liter-
ature indicating that overconfidence in one’s 
reasoning and abilities is predictive of suscep-
tibility to misinformation (Lyons et al., 2021; 
Vranic et al., 2022). 

While we can confidently state that over-
confidence in memory predicts health-relat-
ed fake news vulnerability, the specific mech-
anisms underlying this relationship warrant 
further examination. We started from the 
hypotheses that overconfidence in working 
memory will reduce responses typically seen 
when encountering local (i.e., intra-text) con-
flict, e.g., returning to previous paragraphs, 
and that overconfidence in general knowl-
edge will produce fewer responses typical of 
detecting global conflict (i.e., between infor-
mation presented in the text and previously 
held knowledge), e.g., verifying aspects that 
are uncertain. Although the current research 
design cannot provide the specific evidence 
needed to validate these hypotheses, the 
findings are promising. They highlight the 
need for further research into the relation-
ship between memory overconfidence and 
fake news vulnerability. One strategy would 
be to employ eye-tracking software to ob-
serve whether participants exhibiting work-
ing memory overconfidence will display fewer 
back-and-forth movements, suggesting a lack 
of local conflict detection. Another strategy 
would be to provide a search function while 
reading the articles and inform participants 
that they can search for information about 
which they are unsure. In such a design, we 
would expect that participants with increased 
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general knowledge overconfidence would be 
less likely to use the search function. These 
designs can address another limitation of the 
current study, namely the articles used to 
measure fake news vulnerability are complex 
text and we relied on general, overarching as-
sessments, without knowing how participants 
related to the different paragraphs. Analyzing 
the contextual factors that trigger (dis)trust 
(e.g., skipping to the end of the article) could 
further advance our understanding of fake 
news and how to combat its influence. 

The experimental part of the current re-
search aimed to determine whether feedback 
could reduce overconfidence and fake news 
vulnerability. After the initial tasks, the con-
trol group received feedback on the time they 
took to complete the working memory and 
general knowledge tasks. The experimental 
group was informed of their correct and in-
correct answers and the summed confidence 
ratings of each. Regardless of the type of 
feedback received, participants’ belief in fake 
news remained unchanged. Significant be-
tween-groups differences were observed on 
both measures of working memory overconfi-
dence, with the experimental group showing 
less metacognitive bias and more sensitivity. 
This suggests that the experimental manipu-
lation was effective in reducing working mem-
ory overconfidence. 

Our intervention was similar to the one 
proposed by Lyons et al. (2021). However, we 
diverged in a key area: our feedback targeted 
memory overconfidence rather than overcon-
fidence in fake news detection. Based on their 
model, one might predict a context-specific 
decrease in susceptibility to fake news; that 
is, when participants are made aware of the 
potential presence of fake articles, they’re 
likely to approach subsequent articles with in-
creased skepticism. However, our data do not 
confirm a direct causal relationship between 
memory overconfidence and fake news vul-

nerability. It is possible that the feedback 
given was not strong enough to transfer the 
reduction in overconfidence from memory 
tasks to the context of fake news articles. The 
previously suggested eye-tracking approach 
could provide molecular evidence regard-
ing the extent of feedback transfer between 
tasks. This would be particularly informative 
if paired with different types of feedback, in-
cluding feedback directly related to the news 
articles.

Despite evidence from previous research 
suggesting that accuracy nudges can reduce 
misinformation discernment and sharing 
(Pennycook et al., 2021b; Mirhoseini et al., 
2023), our study did not replicate this effect. 
The inattention-based account of misinforma-
tion sharing suggests that different aspects of 
the hypercomplex social media environment 
control sharing behavior, irrespective of how 
accurately the news is perceived. Given our 
experimental setup, we anticipated minimal 
interference from such factors. Future studies 
should explore whether feedback that cor-
rects overconfidence can serve as an effective 
accuracy nudge in social media environments.

According to the motivated system 2 rea-
soning (Kahan, 2016) approach, the reason 
people avoid revisiting certain information 
may not be due to a failure in detecting con-
flicts, but rather a reluctance to engage fur-
ther with that specific information. This may 
account for the changes in overconfidence, 
but not in fake news vulnerability, as observed 
in the current study. Including measures of 
belief in complementary and alternative med-
icine could provide preliminary evidence. A 
comprehensive approach would also analyze 
physiological responses to various text seg-
ments (e.g., using the previously discussed 
methods), complemented by qualitative re-
search on participants’ existing beliefs about 
the content. Together, these methods would 
provide nuanced evidence for the debate be-
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tween the classical reasoning model and mo-
tivated system 2 reasoning.

Our results should be interpreted with cau-
tion because of certain limitations. First, all 
study materials were presented in Romanian. 
As a result, cultural cognition, viewed as a 
form of motivated system 2 reasoning (Kah-
an, 2016; Mustață et al., 2023) and particular 
to post-communist countries, may have influ-
enced our outcomes. However, studies from 
Ukraine, another post-communist country, 
have shown alignment with the existing liter-
ature (Erlich et al., 2022). This suggests that 
such cultural specificities may not have sig-
nificantly influenced our findings. Neverthe-
less, the use of a convenience sample requires 
added caution, as it restricts the extrapolation 
of our findings to the broader Romanian pop-
ulation. Given the novelty of the aspects in-
vestigated and the experimental nature of the 
design, we consider the results to be relevant. 

The current study found that memory over-
confidence is a robust, experimentally mu-
table (i.e., changeable) predictor of fake news 
vulnerability when assessed alongside es-
tablished predictors, opening new fake news 
research directions. Causal relationships and 
underlying mechanisms need to be further 
explored in different contexts.
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